
 

 

 

 

 
Beyond 5G Multi-Tenant Private Networks Integrating Cellular, Wi-Fi, and LiFi, 

Powered by Artificial Intelligence and Intent Based Policy 
 

H2020 5G-CLARITY                                                                                                                                                Project Number: 871428 

5G-CLARITY Deliverable D2.3 

Primary System Architecture Evaluation  
 

 

Contractual Date of Delivery:                                                                                                         

Actual Date of Delivery:                                                                                                                      

June 30, 2021 

July 31, 2021 

Editor(s):                                                                                                                       

Author(s):                                                                                                                                    

 

 

Anna Tzanakaki (UNIVBRIS/IASA) 

Jose Ordonez-Lucena (TID), 
 Daniel Camps-Mur (I2CAT), 

Alexandros Manolopoulos, Petros Georgiades, Viktoria Maria 
Alevizaki, Stratos Maglaris, Markos Anastasopoulos, Anna Tzanakaki 

(UNIVBRIS/IASA),  
Antonio Garcia, Kiran Chackravaram (ACC), 

 Jonathan Prados-Garzon, Lorena Chinchilla-Romero, 
Pablo Ameigeiras, Pablo Muñoz (UGR), 

Hamada Alshaer, Anil Yesilkaya (USTRATH), 
Rui Bian (PLF), Tezcan Cogalan (IDCC), 

Ramya Vasist, Meysam Goodarzi, Jesús Gutiérrez, Vladica Sark (IHP), 
Mir Ghoraishi (GIGASYS) 

 

Work Package:                                                                                                                                                         

Target Dissemination Level:                                                                                                                             

WP2 

Public 

 

 

 
This document has been produced in the course of 5G-CLARITY Project. The research leading to these results 
received funding from the European Commission H2020 Programme under grant agreement No. H2020-871428. All 
information in this document is provided “as is", there is no guarantee that the information is fit for any particular 
purpose. The user thereof uses the information at its own risk and liability. For the avoidance of all doubts, the 
European Commission has no liability in respect of this document, which is merely representing the authors view. 



D2.3 – Preliminary System Architecture Evaluation  

2 
 

 

 

5G-CLARITY [H2020-871428] 

Revision History 
Revision  Date  Editor /Commentator Description of Edits  

0.1 
11.02.2021 Mir Ghoraishi (GIGASYS) Master document created  
15.02.2021 Anna Tzanakaki (IASA/UNIVBRIS) ToC created 
03.03.2021  Jose Ordonez-Lucena (TID)  ToC refined and agreed contributors  

0.2  05.03.2021  
Anna Tzanakaki, 
Markos Aanstasopoulos (IASA/UNIVBRI
S)  

Additional per section input/description  
Section 3,2: First draft modelling of functional 
elements 
Section 3.3 First draft on end-to-end 
Modelling tools  

0.3  26.03.2021  
Jonathan Prados-Garzon, Lorena 
Chinchilla-Romero, Pablo Ameigeiras, 
Pablo Muñoz (UGR)  

First draft of the per-component models 
(Section 3.2)  
First draft of the end-to-end models (Section 
3.3)  
First draft use cases description (Section 4)  

0.31 09.04.2021 
Anna Tzanakaki, 
Markos Aanstasopoulos (IASA/UNIVBRI
S)  

First draft use cases description (Section 4) 
Second draft on Section 3.2 

0.4  30.04.2021  
Jonathan Prados-Garzon, Lorena 
Chinchilla-Romero, Pablo Ameigeiras & 
Pablo Muñoz (UGR)  

Preliminary evaluation results (Section 5)  

0.41 18.05.2021 
Anna Tzanakaki, 
Markos Aanstasopoulos (IASA/UNIVBRI
S)  

First draft Section 2 

0.5  14.05.2021  
Jonathan Prados-Garzon, Lorena 
Chinchilla-Romero, Pablo Ameigeiras & 
Pablo Muñoz (UGR)  

Second draft of the per-component models 
(Section 3.2)  
Second draft of the end-to-end models 
(Section 3.3)  
Second draft use cases description (Section 4)  

0.51 18.05.2021 
Anna Tzanakaki, 
Markos Aanstasopoulos (IASA/UNIVBRI
S)  

Third draft Section 3.2 
First draft Section 3.3, Modelling of the 
Control Plane Functions 
Section 5, First draft Evaluation results 

0.6  28.05.2021  
Jonathan Prados-Garzon, Lorena 
Chinchilla-Romero, Pablo Ameigeiras, 
Pablo Muñoz (UGR)  

Final evaluation results (Section 5)  

  
Anna Tzanakaki, 
Markos Aanstasopoulos (IASA/UNIVBRI
S)  

First complete version  

0.7 24.06.2021 Mir Ghoraishi (GIGASYS)  Full review and edit  
0.8 01.07.2021 Jose Ordonez-Lucena (TID) D2.3 external review 
0.9 14.07.2021 Daniel Camps Mur (i2CAT) Full review 

1.0  30.07.2021 Jesús Gutiérrez (IHP),  
Mir Ghoraishi (GIGASYS) Final version and submission  

 

  



D2.3 – Preliminary System Architecture Evaluation  

3 
 

 

 

5G-CLARITY [H2020-871428] 

Table of Contents 
List of Acronyms ................................................................................................................................................ 9 
Executive Summary ......................................................................................................................................... 13 
1 Introduction ............................................................................................................................................ 14 

1.1 Scope and objectives of this document ......................................................................................... 14 
1.2 Document structure ....................................................................................................................... 15 

2 Services and KPIs .................................................................................................................................... 16 

2.1 The 5G-CLARITY ecosystem ........................................................................................................... 16 
2.2 Functional requirements ............................................................................................................... 16 
2.3 Non-functional requirements ........................................................................................................ 18 

3 Key Enablers for 5G-CLARITY Architecture Evaluation ........................................................................... 20 

3.1 Modelling of functional elements .................................................................................................. 21 

 Infrastructure stratum ............................................................................................................... 21 

 Heterogenous wireless network modelling ...................................................................... 21 

3.1.1.1.1 Evaluation methodology .............................................................................................. 22 
3.1.1.1.2 Numerical results ......................................................................................................... 23 

 Asynchronous TSN bridge´s output-port packet delay model .......................................... 24 
 Wi-Fi radio interface throughput for eMBB services ........................................................ 25 

3.1.1.3.1 Performance metric: throughput for eMBB services in Wi-Fi air interface................. 25 
3.1.1.3.2 Evaluation methodology .............................................................................................. 25 
3.1.1.3.3 Numerical results ......................................................................................................... 26 

 Network and application function stratum ............................................................................... 26 

 Virtualized UPF´s mean packet delay ............................................................................... 26 
 Virtualized gNB-CU´s mean packet delay ......................................................................... 27 
 gNB-DU mean packet delay .............................................................................................. 28 
 gNB-RU mean packet delay .............................................................................................. 29 
 NR-Uu mean packet delay ................................................................................................ 29 
 NR-Uu interface packet loss ratio for URLLC services ...................................................... 30 

3.1.2.6.1 Performance metric: packet loss ratio (PLR) for URLLC services ................................. 30 
3.1.2.6.2 Evaluation methodology .............................................................................................. 30 

 NR-Uu interface throughput for eMBB services ............................................................... 31 

3.1.2.7.1 Performance metric: throughput for eMBB services .................................................. 31 
3.1.2.7.2 Εvaluation methodology .............................................................................................. 31 
3.1.2.7.3 Numerical results ......................................................................................................... 32 

 Experimental evaluation and modelling for virtualized RAN ........................................... 32 

3.1.2.8.1 Performance metric: GOPS .......................................................................................... 32 
3.1.2.8.2 Evaluation methodology .............................................................................................. 32 
3.1.2.8.3 Numerical results ......................................................................................................... 33 

 Experimental evaluation of the virtualized UPF ............................................................... 34 

3.1.2.9.1 Performance metric: N3 interface related measurements ......................................... 34 



D2.3 – Preliminary System Architecture Evaluation  

4 
 

 

 

5G-CLARITY [H2020-871428] 

3.1.2.9.2 Evaluation methodology .............................................................................................. 35 
3.1.2.9.3 Numerical results ......................................................................................................... 36 

 Management and Orchestration stratum: modelling and performance evaluation for SDN 
controller ................................................................................................................................................ 38 

3.1.3.1.1 Performance metric: data to Control plane latency .................................................... 38 
3.1.3.1.2 Evaluation methodology .............................................................................................. 38 
3.1.3.1.3 Numerical results ......................................................................................................... 39 

 Modelling and performance evaluation for data management platform ........................ 40 

3.1.3.2.1 Performance metric: Giga operations per second for the data management platform
 40 
3.1.3.2.2 Evaluation methodology .............................................................................................. 40 
3.1.3.2.3 Numerical results ......................................................................................................... 40 

3.2 End-to-end modelling tools ........................................................................................................... 40 

 Modelling of the 5G DL URLLC slice’s E2E mean processing time ............................................. 40 
 Modelling advantages of multi-WAT ......................................................................................... 44 
 Modelling of multi-WAT RAN for network resilience ................................................................ 45 
 Control Plane modelling ............................................................................................................ 46 

 5G non-standalone ........................................................................................................... 47 
 5G standalone ................................................................................................................... 48 

 User Plane modelling................................................................................................................. 54 
 Modelling of the SDN controller northbound interface ............................................................ 58 
 Positioning system ..................................................................................................................... 61 

4 Scenario Description ............................................................................................................................... 66 

4.1 Scenario 1: enhanced human-robot interaction ........................................................................... 66 
4.2 Scenario 2: Wi-Fi offloading in an industrial scenario ................................................................... 68 
4.3 Scenario 3: 5G-CLARITY slicing for URLLC services in an industrial scenario ................................. 69 
4.4 Scenario 4: mobility and traffic load management in Wi-Fi/LiFi integrated networks ................. 70 
4.5 Scenario 5: joint synchronisation and localization using multi-wireless access technologies ...... 72 

5 Scenario Evaluation ................................................................................................................................ 74 

5.1 Evaluation of Scenario 1: enhanced human-robot interaction- dynamic UPF selection ............... 74 
5.2 Evaluation of Scenario 2: Wi-Fi offloading in an industrial scenario ............................................. 78 
5.3 Evaluation of Scenario 3: 5G-CLARITY slicing for URLLC services in an industrial scenario ........... 82 
5.4 Evaluation of Scenario 4: mobility and traffic load management in LiFi/Wi-Fi- integrated network
 88 
5.5 Evaluation of Scenario 5: joint synchronization and localization using multi-wireless access 
technologies ................................................................................................................................................ 91 

 Hybrid network synchronization ............................................................................................... 92 

 Network-wide synchronization ......................................................................................... 92 
 Pairwise synchronization .................................................................................................. 93 
 Hybrid synchronization ..................................................................................................... 94 

 Bayesian joint synchronization and localization ....................................................................... 94 

 Joint sync&loc algorithm .................................................................................................. 94 



D2.3 – Preliminary System Architecture Evaluation  

5 
 

 

 

5G-CLARITY [H2020-871428] 

 Performance analysis ........................................................................................................ 95 

6 Conclusions ............................................................................................................................................. 97 

  



D2.3 – Preliminary System Architecture Evaluation  

6 
 

 

 

5G-CLARITY [H2020-871428] 

List of Figures 
Figure 3-1 5G-CLARITY system architecture ..................................................................................................................... 20 
Figure 3-2 SDN-enabled HetNet architecture and applications convergence modelling ................................................. 22 
Figure 3-3 AP response time versus traffic load intensity ................................................................................................ 23 
Figure 3-4 AP response time versus traffic load intensity ................................................................................................ 24 
Figure 3-5 Wi-Fi Spectral efficiency versus SINR .............................................................................................................. 26 
Figure 3-6 Spectral efficiency versus SINR in 5G .............................................................................................................. 32 
Figure 3-7 Instructions per signal processing function under various data rates for a) SC-FDMA Demodulation, b) 
Subcarrier Demapper, c) Equalizer, d) Transform Decoder, e) Demodulation, f) Descrambler, g) Rate Matcher, h) Turbo 
Decoder, and i) Total Instructions .................................................................................................................................... 34 
Figure 3-8 UPF multiprotocol interfaces .......................................................................................................................... 35 
Figure 3-9 Detailed queuing model of UPF ...................................................................................................................... 36 
Figure 3-10 CPU consumption for various data rates under different VM configuration options ................................... 36 
Figure 3-11 Multiple connected UEs ................................................................................................................................ 37 
Figure 3-12 CPU utilization vs throughput for different number of UEs .......................................................................... 37 
Figure 3-13 Correlation between IRQs and CPU utilization (right axis), CPU utilization and packet latency (left axis) as it 
has been measured over the experimental platform ...................................................................................................... 38 
Figure 3-14 Dependence of processing time of SDN controller on the number of the network nodes .......................... 39 
Figure 3-15 Instructions per second under various incoming data rates for the DMP components ............................... 40 
Figure 3-16 Queuing model of the DL of a 5G-CLARITY URLLC slice ................................................................................. 43 
Figure 3-17 Wi-Fi offloading procedure description ........................................................................................................ 45 
Figure 3-18 Repair/failure transition states of the on-board multi-technology access network comprising gNB/Wi-
Fi/LiFi ................................................................................................................................................................................ 46 
Figure 3-19  5G NSA architecture ..................................................................................................................................... 46 
Figure 3-20 5G NSA packet traces .................................................................................................................................... 47 
Figure 3-21 5G NSA core network analyse packets-attaching UE in the network ............................................................ 48 
Figure 3-22 5G SA architecture ........................................................................................................................................ 49 
Figure 3-23  Message communication between smf, nrf and upf .................................................................................... 49 
Figure 3-24 5G SA core network packets-initial connection ............................................................................................ 50 
Figure 3-25 5G SA core network packets-registration an external network .................................................................... 50 
Figure 3-26 5G SA core network packets-connection with the external network ........................................................... 51 
Figure 3-27 Communication with NAS message .............................................................................................................. 51 
Figure 3-28 SMF to UPF-PFCP session establishment ...................................................................................................... 52 
Figure 3-29 N2 message from SMF to AMF for the gNB .................................................................................................. 53 
Figure 3-30 Using ping tool for connection validation ..................................................................................................... 53 
Figure 3-31 States of the PDU session establishment process ......................................................................................... 54 
Figure 3-32  Example of a physical network topology ...................................................................................................... 55 
Figure 3-33 Toy Prediction of the network traffic and mapping of the requested service slice resources onto the multi-
queuing model of the converged architecture presented in Figure 3-32 ........................................................................ 55 
Figure 3-34 Example scenario for E2E redundant User Plane paths using dual connectivity .......................................... 56 
Figure 3-35 Example of non-roaming and roaming with local breakout architecture for ATSSS support ....................... 57 
Figure 3-36 Handover of a PDU Session procedure from untrusted non-3GPP access to 3GPP access (non-roaming and 
roaming with local breakout) ........................................................................................................................................... 58 
Figure 3-37  Network of queues for the hybrid 3gpp-non-3gpp system .......................................................................... 58 
Figure 3-38  Average retrial queue length versus 𝜷𝜷 ......................................................................................................... 60 
Figure 3-39 Average retrial queue length versus 𝜶𝜶 .......................................................................................................... 60 
Figure 3-40 Average queue length of northbound controller versus 𝝀𝝀𝝀𝝀 ......................................................................... 60 
Figure 3-41 Average retrial queue length versus 𝒗𝒗 .......................................................................................................... 61 
Figure 3-42 Simplified localization architecture ............................................................................................................... 62 
Figure 3-43 WAT positioning model ................................................................................................................................. 62 
Figure 3-44 Positioning technology model ....................................................................................................................... 63 
Figure 3-45 Interaction between the localization server and the WAT localization model ............................................. 63 



D2.3 – Preliminary System Architecture Evaluation  

7 
 

 

 

5G-CLARITY [H2020-871428] 

Figure 3-46 Position estimation simulation scenario ....................................................................................................... 64 
Figure 3-47 Simulation scenario ....................................................................................................................................... 65 
Figure 3-48 Empirical CDF of the position estimates for the 3 UE positions used in simulation ..................................... 65 
Figure 4-1 5G-CLARITY architecture supporting AGV operation ...................................................................................... 66 
Figure 4-2 Wi-Fi eMBB offloading scenario (right) and baseline scenario without Wi-Fi (left) ........................................ 68 
Figure 4-3  SDN-enabled Wi-Fi-LiFi joint networks ........................................................................................................... 71 
Figure 4-4  Positioning test scenario using multi-WATs ................................................................................................... 73 
Figure 5-1 Hybrid private-public 5GC deployment ........................................................................................................... 75 
Figure 5-2  Trajectories of proportions of population and (b) convergence of the algorithm to the equilibrium (for 
𝑴𝑴𝟏𝟏 = 𝟏𝟏𝟏𝟏𝟏𝟏,𝑴𝑴𝟐𝟐 = 𝟕𝟕𝟕𝟕,𝒂𝒂𝒂𝒂 = 𝟏𝟏).  In the equilibrium 𝟏𝟏𝟏𝟏% of group 1 UEs and 32% of group 2 UEs are served by their 
local UPFs, while the remaining are served by the central UPF ....................................................................................... 77 
Figure 5-3 Industrial scenario layout of 5G-CLARITY UC2.1 [79] ...................................................................................... 79 
Figure 5-4 CDF of the URLLC UEs SINR obtained from the industrial scenario ................................................................ 79 
Figure 5-5 Average throughput achieved by eMBB users vs the 5G bandwidth allocated to eMBB slice ....................... 80 
Figure 5-6 URLLC slice packet loss ratio vs the traffic load .............................................................................................. 81 
Figure 5-7 Infrastructure setup for the evaluation of the 5G-CLARITY degree of isolation ............................................. 82 
Figure 5-8 E2E mean packet delay per slice for the configuration 1.A............................................................................. 85 
Figure 5-9 Mean packet delay per component and per slice for the configuration 1.A .................................................. 85 
Figure 5-10 E2E mean packet delay per slice for the configuration 1.B ........................................................................... 86 
Figure 5-11 Mean packet delay per component and per slice for the configuration 1.B ................................................ 86 
Figure 5-12 E2E mean packet delay per slice for the configuration 2.A ........................................................................... 87 
Figure 5-13 Mean packet delay per component and per slice for the configuration 2.A ................................................ 87 
Figure 5-14 E2E mean packet delay per slice for the configuration 2.B ........................................................................... 88 
Figure 5-15 Mean packet delay per component and per slice for the configuration 2.B ................................................ 88 
Figure 5-16 Measured average data rate during handover of user device from LiFi to LiFi and LiFi to Wi-Fi. ................. 89 
Figure 5-17  Handover dropping probability versus Erlang load under single and two-layer admission controls. .......... 90 
Figure 5-18  Forced termination probability versus Erlang load under single and two-layer admission controls. .......... 91 
Figure 5-19 Time-stamp exchange mechanism implemented using PTP protocol [47]. .................................................. 92 
Figure 5-20: An exemplifying network where both network-wide and pairwise synchronization can be applied [48]... 93 
Figure 5-21 Recursive clock parameter derivation process ............................................................................................. 94 
Figure 5-22 An example where MU joint sync&loc is conducted. At each point P1, P2, and P3 the MU is exchanging 
time-stamps with the two APs ......................................................................................................................................... 95 
Figure 5-23 Performance of the joint sync&loc algorithm ............................................................................................... 96 
Figure 5-24 Performance of joint sync&loc algorithm across time-stamping uncertainty .............................................. 96 
 

  



D2.3 – Preliminary System Architecture Evaluation  

8 
 

 

 

5G-CLARITY [H2020-871428] 

List of Tables 
Table 2-1 Functional Requirements of the 5G-CLARITY System Architecture .................................................................. 16 
Table 3-1 VM Configurations Used to Host the Virtualized 5GC Platform ....................................................................... 36 
Table 3-2 Primary Notation Used in the E2E Model for Assessing the Mean Response Time of 5G-CLARITY Slices ....... 42 
Table 3-3 System Configuration ....................................................................................................................................... 49 
Table 4-1 Scenario 1 Specifications .................................................................................................................................. 67 
Table 4-2 Scenario 2 Specifications .................................................................................................................................. 69 
Table 4-3 Scenario 3 Specifications .................................................................................................................................. 70 
Table 4-4 Scenario 4 Specifications .................................................................................................................................. 71 
Table 4-5 Scenario 4 Specifications .................................................................................................................................. 73 
Table 5-1 Simulation Parameters for Assessing the Wi-Fi Offloading Capacity ............................................................... 79 
Table 5-2 Baseline Scenario Simulation Parameters ........................................................................................................ 80 
Table 5-3 Main Parameters for Assessing the Degree of Isolation for 5G-CLARITY Slicing .............................................. 83 
  



D2.3 – Preliminary System Architecture Evaluation  

9 
 

 

 

5G-CLARITY [H2020-871428] 

List of Acronyms  
3GPP 3rd Generation Partnership Project 
5GNR 5G New Radio 
5GC 5G Core 
5GS 5G System 
5GSM 5G Session Management 
ACK Acknowledgment 
AI Artificial Intelligence 
AGV Automated Guided Vehicle 
AMF Access and Mobility Management Function 
AN Access Network 
AoA Angle of Arrival? 
AP Access Point 
API Application Programming Interface 
AR Augmented Reality 
ARP Address Resolution Protocol 
ATS Asychronous Traffic Shaper 
ATSSS Access Traffic Steering, Switching and Splitting  
AWGN Additive White Gaussian noise 
B5G Beyong 5G 
BBU Baseband Unit 
BP ??? 
BRF Bayesian Recursive Filtering 
CDN Central Data Network 
CLI Command Line Interface 
CP Cyclic Prefix 
CPRI Common Public Radio Interface 
CPU Central Processing Unit 
CSMA/CA Carrier-Sense Multiple Access with Collision Avoidance 
CU Central Unit 
CUPS Control-User Plane Seperation 
DCF Distributed Coordination Function 
DCI DL Control Information 
DL DL 
DL/UL-TDoA DL/Uplink Time Difference of Arrival 
DMP Data Management Platform 
DN Data Network 
DRB Data Radio Bearer 
DSCP Differentiated Services Code Point 
DU Dicentralized Unit 
E2E End to End 
eCPRI enhanced Common Public Radio Interface 
EGT Evolutionary Game Theory 
EH Extended Header 
eMBB Enhanced Mobile Broadband 
EPC Enhanced Packet Core 
EPS Evolved Packet System 
EXT-DN External Data Network 
FCFS First-Come First-Served 
FFT Fast Fourier Transform 
FG Factor Graph 
FPGA Field Programmable Gate Array 
GBR Guaranteed Bit Rate 



D2.3 – Preliminary System Architecture Evaluation  

10 
 

 

 

5G-CLARITY [H2020-871428] 

gNB next-generation Node B 
GOPS Giga Operations Per Second 
GPP General Purpose Processors 
GPRS General Packet Radio Service 
GTP-U GPRS Tunnelling Protocol 
GTPv2 GPRS Tunnelling Protocol version 2 
HARQ Hybrid Automatic Repeat Request 
HD High Definition 
HetNet Heterogenous wireless Network 
HSS Home Subscriber Server 
HTTP Hypertext Transfer Protocol 
HW Hardware 
ICMP Internet Control Message Protocol 
ICT Information and Communication Technology 
IE Information Element 
IFFT Inverse Fast Fourier Transform 
IoT Internet of Things 
IP Internet Protocol 
ISM Industrial, Scientific, and Medical frequency 
KPI Key Performance Indictor 
L2 Layer 2  
LiFi Light Fidelity 
LLR Logarithmic Likelihood Ratio 
LoS Line of Sight 
LTE Long Term Evolution 
MAC Media Access Control 
MANO Management and Orchestration 
MA-PDU Multi-Access PDU 
MBB Mobile Broadband 
MC Motion Control 
MCS Modulation and Coding scheme 
MEC Mobile Edge Computing 
MIMO Multiple-Input Multiple-Output 
ML Machine Learning 
MME Mobility Management Entity 
mMTC Massive Machine to Machine Communications 
MN Master Node 
MQTT Message Queuing Telemetry Transport 
MTI Measurement/simulation Time Interval 
MU Mobile User 
N3IWF Non-3GPP Interworking Function 
NACK Negative Acknowledgment 
NAS Non-access stratum 
NB NorthBound 
NFV Network Functions Virtualization 
NIC Network Interface Controller 
NR New Radio 
NRF Network Repository Function 
NR-Uu New Radio air interface 
NSA Non-Standalone 
OCC Optical Camera Communication 
ODL OpenDayLight 
OF OpenFlow 
OFDM Orthogonal Frequency Diversity Multiplexing 



D2.3 – Preliminary System Architecture Evaluation  

11 
 

 

 

5G-CLARITY [H2020-871428] 

O-FH Open Fronthaul 
ORAN Open Radio Access Network 
OT Operation Technology 
PCF Point Coordination Function?? 
PDCCH Physical DL Control Channel 
PDCP Packet Data Convergence Protocol 
PDN Public Data Network 
PDU Protocol Data Unit 
PFCP Packet Forward Control Packet 
PHY Physical 
PI Physical Infrastructure 
PLR Packet Loss Radio 
PMF Probability Mass Function  
PNF Phusical Network Function 
PRACH Physical Random Access Channel 
PRB Physical Resource Block 
PSA PDU Session Anchor 
PTP Precision Time Protocol 
QFI QoS Flow Identifier 
QNA Queuing Network Analyzer 
QoE Quality of Experience  
QoS Quality of Service 
RAN Radio Access Network 
REST Representational state transfer 
RF Radio Frequency 
RIC RAN Intelligent Controller 
RLC Radio Link Protocol 
RMSE Root Mean Square Error 
RoE Radio over Ethernet 
RRC Radio Resource Control 
RSS Receiver Signals Strength 
RTC Run-to-completion 
RU Remote Unit 
S1AP S1 Application Protocol?? 
SACK Selective Acknowledgement 
SC-FDMA Single Carrier Frequency Division Multiple Access 
SCTP Stream Control Transmission Protocol 
SCV Squared Coefficient of Variation 
SDAP Service Data Adaptation Protocol 
SDN Software-Defined Networking 
S-GW Serving Gateway 
SIM Subscriber Information Module 
SINR Signal to Interference plus Noise Ratio  
SISO Soft-Input Soft-Output 
SLA Service Level Agreement 
SM Session Management 
SMF Session Management Function 
SNPN Standalone Non-Public Network 
SNS Softwarized Network Services 
SPGWU SGW+PGW data plane 
SST Slice/Service Type 
TCP Transmission Control Protocol 
TEID Tunnel Endpoint Identifier 
TLS Transport Layer Security 



D2.3 – Preliminary System Architecture Evaluation  

12 
 

 

 

5G-CLARITY [H2020-871428] 

TN Transport Network 
ToF Time of Flight 
TSN Time Sensitive Networking 
TSON Time Shared Optical Network 
TWR Two Way Ranging 
UC Use Case 
UDM Unified data management 
UE User Equipment 
UE-AMBR UE – Aggregate Maximum Bit Rate 
UERANSIM Open-source state-of-the-art 5G UE and RAN (gNodeB) implementation 
UGV Unmanned Ground Vehicle 
UL UpLink 
UPF User Plane Function 
uRLLC Ultra Reliable Low Latency Communication 
V2X Vehicle to Everything 
VI Virtual Infrarstructure 
VLP Visible Light Positioning 
VM Virtual Machine 
VNF Virtual Network Function 
VR Virtual Reality 
WAT Wireless Access Technology 
Wi-Fi Wireless Fidelity 
WSP Wireless Service Provider 
X2AP X2 Application Protocol 

  



D2.3 – Preliminary System Architecture Evaluation  

13 
 

 

 

5G-CLARITY [H2020-871428] 

Executive Summary 
The present deliverable provides an initial evaluation of the key features of the 5G-CLARITY system 
architecture reported in [2] so that its main merits and limitations can be outlined. The activities carried out 
in this deliverable include: 

• Identification of components and features from the system architecture that will take part in the 
overall system evaluation.  

• The modelling of selected components and features, relying on theoretical analysis adopting both 
analytical and numerical models. 

• Definition of an evaluation plan, to specify the use case-based scenarios that will be used for the 
system architecture evaluation. For each scenario, this plan provides information of what the 
evaluation pursues and how it will be done, indicating: i) the selected components and features, 
together with their developed models; ii) the system level specification, by integrating individual 
models into end-to-end models that allows characterizing/profiling the scenario; and iii) the 
simulation and optimisation tools to be used for scenario evaluation. 

• System architecture evaluation execution, by validating the developed end-to-end models with the 
selected simulation and optimisation tools. This allows assessment of 5G-CLARITY system 
architecture through representative use cases, indicating clear benefits with respect to the relevant 
state-of-the-art as well as associated trade-offs. 

The outcomes from this first evaluation will be used to provide inputs to the work in WP3 and WP4, and to 
introduce necessary refinements in the final version of the 5G-CLARITY system architecture, to be published 
in the upcoming deliverable 5G-CLARITY D2.4. 
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1 Introduction 
5G-CLARITY aims at developing a heterogeneous beyond 5G (B5G) system integrating together a variety of 
wireless access technologies including 5GNR, Wi-Fi and LiFi suitable for private networks. This infrastructure 
will be operated through Artificial Intelligence (AI)-based autonomic networking. Taking into consideration 
the current standardisation activities and the requirements of the services and use cases that the project 
aims to support, documented in 5G-CLARITY D2.1 [1], a system architecture has been proposed for 5G-
CLARITY , which is reported in 5G-CLARITY [2]. The 5G-CLARITY system architecture is structured in four strata:  

• Infrastructure stratum – including all on-premises physical network functions (PNFs), which can be 
wireless, transport or compute (edge and RAN compute clusters).  

• Network and application function stratum – responsible for the 5G-CLARITY user, control and 
application plane functionality. This stratum includes all virtualized network and application 
functions that can be executed atop the 5G-CLARITY edge and RAN compute resources.  

• Management and Orchestration stratum – responsible for the required functionality to deploy and 
operate the different 5G-CLARITY services (and associated resources) throughout the service lifetime, 
from commissioning to de-commissioning. This includes provisioning functions (for lifecycle 
management), monitoring functions (for data collection and processing) and other supporting 
functions.  

• Intelligence stratum – hosting Machine Learning (ML) models and related policies that provide AI-
driven and intent-based operation capabilities to the 5G-CLARITY solution.  

In this architectural context, this deliverable provides a first preliminary evaluation of the 5G-CLARITY 
architecture. This evaluation aims at quantifying the benefits of the architectural features and technologies 
adopted in 5G-CLARITY, and also offers some benchmarking with respect to the relevant state-of-the-art 
solutions available thus far.  

1.1 Scope and objectives of this document 
This deliverable reports on the initial evaluation of the overall 5G-CLARITY architecture. The work performed 
in this direction includes purposely developed modelling and simulation tools, as well as initial evaluation 
results for a set of use cases that are relevant to the project activities and objectives. The overall 
methodology followed consists of:   

• Definition of high-level modelling requirements. Derived by the description of the services expected 
to be supported and the associated Key Performance Indicators (KPIs). 

• Modelling of the 5G-CLARITY architectural functional elements. These are organised according to the 
overall architectural structure proposed by the project, i.e., Infrastructure stratum, Network and 
Application Function stratum, Management and Orchestration stratum, and Intelligence stratum. 
The reported models rely on the development of both theoretical and simulation tools describing 
the performance of the corresponding elements as well as experimental profiling of specific 
architectural elements where this has been feasible. 

• End-to-end modelling. Exploiting the functional elements’ models developed and integrating these 
together in generic tools that can be used for the evaluation of the overall 5G-CLARITY architecture 
and infrastructure taking a system wide perspective. These tools take inputs from the requirements 
derived by the use cases defined in this deliverable and perform a Use Case-based overall 
architecture evaluation. This allows the assessment of the overall 5G-CLARITY solution, indicating 
clear benefits with respect to the relevant state-of-the-art as well as associated trade-offs. 
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The aim of this document is to carry out a study that will assess the enhanced, beyond 5G, features of the 
5G-CLARITY architecture reported in [2], in order to identify relevant merits and limitations. In this context 
individual objectives targeted by this deliverable include:  

• OBJ-1: High level requirements definition derived by the description of services expected to be 
supported and the associated Key Performance Indictors (KPIs) that the 5G-CLARITY architecture 
needs to support. 

• OBJ-2: Identification of components and features from the overall multi-layer system architecture 
that need to be evaluated. 

• OBJ-3: Definition of a detailed comprehensive and credible evaluation methodology to be followed. 

• OBJ-4: Development of suitable models for the identified architectural functional elements relying 
on a mixture of theoretical and simulation tools as well as experimental profiling of specific 
architectural elements as appropriate. 

• OBJ-5: Specification of evaluation scenarios that will be consider for the assessment and associated 
input/parameters definition.  

• OBJ-6: System level evaluation execution integrating the developed functional element models in 
order to validate and benchmark the performance of the overall 5G-CLARITY architecture with 
respect to alternative state-of-the-art approaches. 

1.2 Document structure 
The rest of this document is structured as follows: 

• Section 2 covers OBJ-1, providing an overall view of 5G-CLARITY functional scope, including 
supported capabilities and in-scope services, together with their KPIs. 

• Section 3 covers OBJ-2, OBJ-3 and OBJ-4, reporting on the modelling of selected 5G-CLARITY 
architectural components relevant for this first analysis.  

• Section 4 covers OBJ-5, focusing on end-to-end modelling tools exploiting the functional elements’ 
models reported in section 3. These tools allow integrating the models developed in section 3  
together within generic tools that can be used for the evaluation of the overall 5G-CLARITY 
architecture taking a system wide perspective.  

• Section 5 covers OBJ-6, providing a Use Case-based overall architecture evaluation. This allows 
assessment of the overall 5G-CLARITY solution, indicating clear benefits with respect to the relevant 
state-of-the-art as well as associated trade-offs. 

• Finally, Section 6 summarizes and concludes this document.  
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2 Services and KPIs  
Future communication systems are expected to provide optimized support for a variety of different services, 
traffic loads, and end user communities. In this direction, B5G private communication networks can play a 
key role complementing public networks in support of multiple combinations of reliability, latency, 
throughput, positioning, and availability services. In this section, we provide an high level overview of the 
different services and requirements which are within the scope of the 5G-CLARITY ecosystem (Section 2.1). 
This includes a description of the functional requirements of 5G-CLARITY services (Section 2.2) and non-
functional requirements (Section 2.3) used to drive the relevant modelling and evaluation studies.  

2.1 The 5G-CLARITY ecosystem   
B5G platforms can play an instrumental role in bringing together technology players, vendors, operators and 
verticals orchestrating their interaction with the aim to open up new business models and opportunities for 
the ICT and vertical industries and also enable cross-vertical collaborations and synergies to further enhance 
their value propositions. As deploying 5G solutions for vertical industries in Europe is a well-defined objective, 
there is a clear need to develop future-proof infrastructures to address a wide range of vertical applications. 
For efficiency and scalability purposes these infrastructures will have to adopt flexible architectures, offering 
converged services across heterogeneous technology domains deploying unified software control. In this 
environment, private 5G systems can play a key role complementing public 5G networks supporting the ICT 
and a large variety of vertical industries. In view of this need, the 5G-CLARITY project aims to position private 
5G networks in the heart of the 5G vision as an integral part of the overarching 5G architecture that 
converges together greatly heterogeneous technologies in support of a large variety of services [55]. Typical 
use cases that can be supported by 5G-CLARITY include: 

• Operations of Automated Guided Vehicle (AGV) supporting Industrial Internet of Things (IIoT) and 
Content Delivery Network (CDN) slices 

• Industrial automation exploiting Wi-Fi 
• Wi-Fi offloading and slicing for Ultra Reliable Low Latency Communications (URLLC) services 
• Digital mobility and traffic load management in LiFi/Wi-Fi networks 
• Critical services for factories 
• Localization 

Το support these services over the 5G-CLARITY system, the functional (F) and non-functional (NF) 
requirements described in [2] have been used to guide the relevant evaluation studies presented in Sections 
3, 4 and 5. The Functional and non-Functional requirements along with a brief description of the way these 
have been incorporated in the associated modelling tools is provided in Sections 2.2 and 2.3, respectively.  

2.2 Functional requirements  
This subsection provides a summary of the main 5G-CLARITY functional requirements that have been 
considered (Table 2-1) to drive the 5G-CLARITY architecture performance evaluation studies reported in this 
deliverable report. 

Table 2-1 Functional Requirements of the 5G-CLARITY System Architecture 

Requirement ID Requirement Description and Modelling Approach 

CLARITY-SYST-F-R1, 

CLARITY-SYST-F-R2 

 

The 5G-CLARITY system is able to support multiple services per customer as well as services 
with different characteristics including long-live and short-lived communication/digital 
services. To evaluate this functionality, a set of carefully selected scenarios have been 
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considered in the in the project including critical services (e.g., factory automation services) 
with very high priority and availability requirements as well as services with relaxed 
requirements. Some of these services may have time varying requirements but may also 
share common QoS characteristics such as latency and packet loss rate. For example, 
signalling for teleoperation/remote operation services may have stringent latency and 
reliability requirements. Numerical evaluation studies using theoretical and experimental 
tools show that the 5G-CLARITY solution can flexibly support different priority services 
originating from the same and different customers with guaranteed QoS 

CLARITY-SYST-F-R4 

The 5G-CLARITY system can provide data to the customer according to the customer’s 
requirements (e.g. relevant data, relevant time, relevant form). 5G-CLARITY offers the means 
to provide the required QoS (e.g., reliability, latency, and bandwidth) for a service and the 
ability to prioritise resource allocation when necessary to meet service level requirements. 
Existing QoS and policy frameworks handle latency and improve reliability by traffic 
engineering. To support B5G services the 5G-CLARITY solution offers advanced tools for QoS 
and policy control for reliable communications satisfying the latency constraints imposed by 
the relevant services and enable resource adaptations as appropriate. A typical technology 
example that is considered and evaluated in the project is Time Sensitive Networking that 
can differentiate and prioritize pre-emptive and express traffic. 5G-CLARITY is also expected 
to operate in a heterogeneous environment including a large variety of network 
technologies, multiple types of UE, etc. To achieve this, a harmonised QoS and policy 
framework that is used to control all these different technologies is analysed and evaluated.  

CLARITY-SYST-F-R6 

The 5G-CLARITY system shall support integration of both new and legacy functions.5G-
CLARITY complements public 5G network providing data connectivity, support of legacy 
services (i.e voice service continuity, seamless handovers especially under high mobility, and 
access to a 5G core network), interoperability between different operator networks and 
legacy 3GPP systems (support mobility procedures between a 5G core network and an 
Enhanced Packet Core (EPC) with minimum impact to the user experience, e.g., QoS, QoE). 
This is achieved through appropriate functions and interfaces which are also evaluated using 
theoretical and experimental tools.  

CLARITY-SYST-F-R7 

The 5G-CLARITY system shall be able to provision functions using resources of different 
technology domains, including the wireless (LTE/5GNR/Wi-Fi/LiFi), the wired (Ethernet/TSN) 
and the compute domains. Allocation of resources in these domains is achieved through 
mechanisms and processes that ensure service continuity. Information loss during inter- 
and/or intra- access technology changes are minimized (especially for URLLC services). 
Performance evaluation studies show that 5G-CLARITY is able to minimise the user 
experience impact (e.g., minimization of interruption time) under mobility and efficiently 
allocate resources by offloading connections from one technology to another. 
Reconfiguration of connections is achieved with with guaranteed QoS  

CLARITY-SYST-F-R8 

The 5G-CLARITY system can not only offload traffic from one technology to another but also 
combine resources from 3GPP technologies (i.e. LTE/5G) and non-3GPP technologies (i.e. Wi-
Fi/LiFi). Integration with multiple technology interfaces allows multiple access technologies 
(i.e., 5GNR, LiFi, Wi-Fi) to be used simultaneously for one or more services enabling flexible 
traffic distribution, increased throughput and reliability as well as lower latency.  

CLARITY-SYST-F-R9 

The 5G-CLARITY system incorporate SDN programmability in the transport network 
infrastructure providing. For this type of centralized controllers emphasis is given on 
improving control plane efficiency minimizing the signaling required prior to user data 
transmission and improving user plane. E.g. mMTC services associated with sensors and 
monitoring UEs deployed over wide geographical areas is provided with minimum amount 
of signaling requirements and with varying messaging size. Minimizing signaling overhead 
improves control plane associated resource efficiency particularly for small data 
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transmissions.  

CLARITY-SYST-F-R10 
The 5G-CLARITY system shall be able to provide NFV support in the compute network 
infrastructure, allowing the deployment and operation of some network/application 
functions as VNFs/VAFs, when applicable.  

CLARITY-SYST-F-R11 

The 5G-CLARITY system supports network slicing. Network slicing allows services from 
different tenants, including mobile network operators and other actors to be co-hosted over 
the 5G-CLARITY infrastructure. In view of this, 5G-CLARITY end-to-end slicing capabilities 
across network domains are modelled and evaluated. Emphasis is given on the investigation 
of slice isolation (investigate scenarios that operators/users create, modify, and delete slices 
and the impact that these actions have on disrupting traffic in current slices) and provisioning 
of multiple service slices over the same infrastructures. Evaluation studies also focus on the 
assignment of multiple UEs equipped with multi-technology interfaces to applications 
hosted in slice, and movement of these applications from one slice to another. Creation of 
infrastructure slices with specific constraints in terms of capacity, users, geographic 
coverage, availability etc. are also investigated.  

CLARITY-SYST-F-R14 
The 5G-CLARITY support functionality that enables collecting and storing up-to-date data. 
Evaluation studies are focusing on analysing the scalability of the data management system 
and the processing requirements of its individual building blocks  

CLARITY-SYST-F-R16 

The 5G-CLARITY system shall support the capability to ensure availability of data, resources, 
functions and services. Evaluation studies have been focused on analysing migration 
mechanisms that can be used to push content to the edge cluster reducing end-to-end delay 
and improved user experience, enhancing availability and reliability 

2.3 Non-functional requirements  
Non-Functional requirements – specify quality attributes of the 5G-CLARITY system. These requirements 
define the properties that the functions must have, such as performance, usability, and data security needs. 
Key attributes that are taken into account during the design phase of the 5G-CLARITY system (either as 
constraints or targe design objectives) include: 

• Data rates and traffic densities: The high capacity provided by 5G-CLARITY can be used to support 
scenarios requesting very high data rates or traffic densities (CLARITY-SYST-NF-R8). The scenarios 
address different service areas: urban, office and factories, and special deployments (e.g., massive 
gatherings, broadcast, residential, and AGVs).  

• Low latency and high reliability : Several scenarios require the support of very low latency and very 
high communications service availability implying a very high degree of reliability (CLARITY-SYST-NF-
R2). The overall service latency depends on the delay at the radio interface, the transmission within 
the 5G system, the transmission to a server which may be external to the 5G system, and the data 
processing. Some of these factors depend directly on the 5G system itself, whereas for others the 
impact can be reduced by suitable interconnections between the 5G system and services or servers 
outside of the 5G system, for example, to allow local hosting of the services (CLARITY-SYST-NF-R3).  

Some scenarios requiring very low latency and very high communication service availability that can 
be supported by 5G-CLARITY are described below (CLARITY-SYST-NF-R2): 

• Discrete automation in the Industry 4.0 Pilot– Discrete automation is characterised by high 
requirements on the communications system regarding reliability and availability (CLARITY-
SYST-NF-R5). Systems supporting discrete automation are usually deployed in geographically 
limited areas, access to them may be limited to authorised users, and they may be isolated 

from networks or network resources used by other cellular 
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customers. 
• Process automation – Automation for (reactive) flows in intralogistics processes. Process 

automation is characterized by high requirements on the communications system regarding 
communication service availability. Systems supporting process automation are usually 
deployed in geographically limited areas, access to them is usually limited to authorised 
users, and served by private networks (CLARITY-SYST-NF-R6). 

• High accuracy positioning: High accuracy positioning is characterized by ambitious system 
requirements for positioning accuracy. UEs should be able to share positioning information between 
each other e.g., to a controller if the location information cannot be processed or used locally. Tight 
integration between terrestrial MEC and 5G-CLARITY will enhance positioning accuracy especially in 
scenarios with limited line-of-sight (LoS) connectivity. 

 
 



D2.3 – Preliminary System Architecture Evaluation  

20 
 

 

 

5G-CLARITY [H2020-871428] 

3 Key Enablers for 5G-CLARITY Architecture Evaluation  
5G-CLARITY brings forward the design of a system that addresses the wide variety of challenges identified 
today in private network environments, including spectrum flexibility, delivery of critical services, integration 
with public network infrastructures, and automated (AI-driven) and simplified (intent-based) network 
management with built-in slicing. The creation of simplicity out of this complex capability set requires to 
apply the principles of abstraction and separation of concern into the 5G-CLARITY system architecture design, 
as explained in 5G-CLARITY D2.2 [2]. The result is an architecture structured into different strata that can 
evolve independently of each other.  

The initial design of 5G-CLARITY system is architected into four strata with segregated scope and different 
technology pace each:  

• Infrastructure stratum – it is formed by all the on-premise hardware and software resources building 
up the 5G-CLARITY substrate, including user equipment and a wide variety of compute, storage and 
networking fabric.  

• Network and Application function stratum – it conveys the 5G-CLARITY user, control and application 
plane functionality. This stratum includes all virtualized network and application functions that can 
be executed atop the 5G-CLARITY cloud infrastructure.  

• Management and Orchestration stratum – it encompasses all the necessary functionality to deploy 
and operate the different 5G-CLARITY services (and associated resources) throughout their lifetime, 
from their commissioning to their de-commissioning. This includes provisioning functions (for 
lifecycle management), monitoring functions (for data collection and processing) and other 
supporting functions.  

• Intelligence stratum – it hosts the Machine Learning (ML) models and related policies which provide 
AI-driven and intent-based operation capabilities to the overall 5G-CLARITY strata. This stratum 
allows providing usage simplicity and zero-touch experience for 5G-CLARITY system consumers, 
especially Operation Technology (OT) actors (e.g., industry verticals), facilitating their access to the 
system behaviour for Service Level Agreement (SLA) assurance purposes.  

 

 

Figure 3-1 5G-CLARITY system architecture 
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Figure 3-1 illustrates the logical arrangement of the four strata into the 5G-CLARITY system architecture, 
including details on their individual design principles. For further details on these principles, see 5G-CLARITY 
D2.2, Section 4.   

For this deliverable, no modifications and/or refinements are foreseen regarding the 5G-CLARITY system 
architecture. Once the outcomes from 5G-CLARITY D3.2 [3] and 5G-CLARITY D4.2 are available and based on 
the conclusions extracted from the present deliverable, a second (refined) version of the 5G-CLARITY system 
architecture will be provided in 5G-CLARITY D2.4.  

3.1 Modelling of functional elements  
In this subsection, the modelling of the functional elements of the 5G-CLARITY architecture is introduced. 
This is organized on a per stratum basis. 

 Infrastructure stratum   

Section 3.1.1.1 introduces queuing theory-based models for evaluating two performance metrics: the 
response time of LiFi Access Point (AP) in the data plane and the flow setup time of SDN controller on the 
southbound interface. These are parts of the software-defined networking (SDN)-enabled LiFi/Wi-Fi/5G 
heterogenous wireless network shown in Figure 3-2. 

  Heterogenous wireless network modelling 

 An intelligent heterogenous wireless network (HetNet) control plane can support efficient service 
provisioning and data communications in the SDN-enabled LiFi/Wi-Fi/5G integrated network. The 
performance evaluation of the AP response time and the SDN controller flow setup time provide some 
insights regarding the network parameters and the user service requirements which should be controlled 
and managed by a user mobility and traffic engineering (TE) scheme. This provides a research ground to the 
work developed in D 3.2 to support dynamic downlink flows routing to APs and differentiated granular 
services across the data plane of LiFi/Wi-Fi/5G integrated network.  

A LiFi AP is part of the SDN-enabled LiFi/Wi-Fi/5G HetNet architecture shown in Figure 3-2 [39]. An SDN 
controller has horizontal (i.e., east, west) and vertical (i.e., northbound, southbound) interfaces. A buffer on 
the northbound interface maintains and passes the requests generated from the SDN applications to access 
the data plane. Likewise, a buffer on the southbound interface passes the rule packets (i.e., short packets 
containing SDN rules) and incoming packets to the controller and switches, respectively, as shown in Figure 
3-2. The APs in the network data plane are assumed to be OpenFlow (OF) enabled switch, which handles 
traffic flows according to the OpenFlow (OF) protocol [52]. Every time a traffic flow arrives at a LiFi AP or any 
other AP in the data plane, the OF protocol checks if their corresponding forwarding rule is already installed 
in the AP. If their OpenFlow rule is available, the AP immediately processes it according to their requested 
service. Otherwise, a rule packet, as part of the OF messages, is sent to the SDN controller to install an 
appropriate forwarding rule to the traffic flow in the AP. The difference between their arrival time at the AP 
and OF rules handling time is called the flow setup time (delay) on the southbound interface of SDN controller. 
The AP service response time in the data plane is defined as the elapsed of time between the time where 
the flows completed their OpenFlow rules handling and starting time to receive services from the LiFi AP. 
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Figure 3-2 SDN-enabled HetNet architecture and applications convergence modelling  

In the scenario of Figure 3-2 𝜇𝜇𝑐𝑐 denotes the SDN controller service time; 𝜆𝜆𝑐𝑐  denotes the application requests 

arrival rate;   𝜌𝜌𝑐𝑐 = 𝜆𝜆𝑐𝑐
𝜇𝜇𝑐𝑐

  denotes the traffic load intensity at the controller. 𝜆𝜆𝑛𝑛  denotes the arrival rate of 

applications requests sent through the northbound interface. An application that requires a single service 
leaves the SDN controller with a probability β .  If it requires further services like an increase of bandwidth 
or other resources, it re-joins the retrial queue with a probability  1 −  β.   𝜇𝜇𝑠𝑠   denotes the AP service rate; 

𝜆𝜆𝑠𝑠 denotes the external traffic arrival rate.    𝜌𝜌𝑠𝑠 = 𝜆𝜆𝑠𝑠
𝜇𝜇𝑠𝑠

  denotes the traffic load intensity on the southbound 

interface of AP.  If a traffic flow does not have a rule set in the AP switch, a rule packet is sent to the SDN 
controller, with a probability, ϕ𝑠𝑠 , to define its forwarding rule in the AP. Otherwise, it has an already rules 
in the AP, which is served with a probability  1 − 𝜙𝜙𝑠𝑠.  

3.1.1.1.1 Evaluation methodology 

The method used for evaluating SDN enabled LiFi AP is queuing theory-based mathematical modelling for 
the response time of APs in the data plane, and the flow setup latency on the southbound interface of SDN 
controller.  

Based on Kendall’s notation [50] the downlink (DL) channel service time of LiFi AP is assumed to have a 
general service time distribution, as the LiFi AP DL channel varies in time and space. The arrivals of UEs and 
DL flows follow a Markovian Poisson distribution. A LiFi AP serves multiple UEs, and each AP has a buffer size 
of K packets. So, the DL channel of LiFi AP is modelled by an M/G/1/K queuing system model (G stands for 
general service time distribution and M indicates the Markovian Poisson distribution used in the model). This 
model provides performance evaluation for the buffering process of packets at the queue of southbound 

interface and the UE access to the channel resources of LiFi AP in the 
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data plane. The average delay of packets served in the LiFi AP is evaluated analytically using the following 
developed formula [39].  

𝑻𝑻𝒔𝒔 = 𝛒𝛒𝒔𝒔+𝛒𝛒𝒔𝒔𝑲𝑲+𝟏𝟏(𝟏𝟏+𝑲𝑲𝛒𝛒𝒔𝒔−𝑲𝑲)
𝛌𝛌𝒔𝒔�𝟏𝟏−𝛒𝛒𝒔𝒔𝑲𝑲+𝟏𝟏�(𝟏𝟏−𝛒𝛒𝒔𝒔)

                  (1)    

where the service times are assumed to follow an exponential distribution with an average of 1
𝜇𝜇𝑠𝑠

. Since the 

SDN controller manages N APs in the data plane, the queuing model, M/G/1/K/N, is proposed to 
investigate the impact of the number of APs in the data plane and the traffic flow rate on the southbound 
interface of SDN controller on the flow set up time.   

The total traffic load rate at the southbound interface of controller follows a Poisson distribution with a 
traffic arrival rate, expressed as: λ𝑐𝑐 = λ𝑛𝑛 + ϕ𝑠𝑠λ𝑠𝑠 .  A relationship is established between this parameter, 
buffer size and the packet service response time (delay), which allows to derive the flow set up time, as 
follows:  

𝑻𝑻𝒄𝒄 = 𝟏𝟏
𝛌𝛌𝒄𝒄
− (𝑵𝑵−𝑲𝑲)𝛍𝛍𝒄𝒄𝑷𝑷𝑲𝑲

𝟏𝟏−𝑷𝑷𝒐𝒐
                  (2) 

where 𝑃𝑃𝑜𝑜,𝑃𝑃𝐾𝐾   can be found, respectively, in [39], Eq. (5) and Eq. (6).  

3.1.1.1.2 Numerical results 

Based on Eq. (1), as shown in Figure 3-3,  the APs continue to serve flows with minimal response time, 
irrespective of the buffer size until the traffic load intensity exceeds a specific value. For example, after the 
load intensity exceeds 0.6, the impact of buffer size starts to become clearer on the AP response time.  

Based on Eq. (2), the flow setup time for traffic flows, that arrive at the APs without pre-assigned forwarding 
rules, increases in terms of the rule packet requests sent to the controller, as shown in Figure 3-4. This 
becomes more obvious when the number of APs exceeds a critical value. For example, when the number of 
APs exceeds 200, the flow set up time starts to grow rapidly. This means that the controller needs an effective 
mechanism that can proactively assign flow rules in the APs for traffic flows. This significantly reduces the 
controller setup time, which shortens the sojourn time of traffic packets arriving at the APs. 

 

 

Figure 3-3 AP response time versus traffic load intensity  
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Figure 3-4 AP response time versus traffic load intensity 

 Asynchronous TSN bridge´s output-port packet delay model 

The 5G-CLARITY project considers two layer-2 (L2) technologies to realize the transport network segments: 
i) standard Ethernet and ii) Time-Sensitive Networking (TSN). The former is suitable to convey best-effort 
traffic, whereas the latter offers deterministic QoS support suitable for critical private services. This section 
addresses the mean delay model for every output port of a TSN bridge, i.e., a L2 switching network device 
that conforms to the mandatory or optional features defined in TSN standards. Please refer to Section 5.4 in 
[2] for further details on the TSN nodes. The building block of the asynchronous TSN bridge is based on the 
Asynchronous Traffic Shaper (ATS). An ATS is allocated at each egress port of a TSN bridge handling frame 
transmissions at the respective physical link. The ATS consists of two queuing stages: i) the interleaved 
shaping which is responsible for performing a traffic regulation per flow in a cost-effective way, and ii) a set 
of strict priority queues.  

Here, we provide a model for estimating the mean delay experienced by a given packet at the output port 
of an ATS. To that end, we use the non-pre-emptive multi-priority M/G/1 model from queuing theory. Then, 
the mean sojourn time at the output port of a TSN bridge can be estimated as [4]: 

𝑇𝑇𝑝𝑝 =  
∑ 𝜆𝜆𝑖𝑖𝑃𝑃
𝑖𝑖=1 ⋅ 𝐸𝐸[𝑠𝑠2]

2 ⋅ �1 −  𝜌𝜌1 − ⋯− 𝜌𝜌𝑝𝑝−1� ⋅ �1 −  𝜌𝜌1 − ⋯− 𝜌𝜌𝑝𝑝�
+
𝐸𝐸�𝑙𝑙𝑝𝑝�
𝐶𝐶

 

where: 

1 and 𝑃𝑃 are the highest and lowest priority, respectively. 

𝐸𝐸[s2] is the second order moment of the service time (link packet transmission time). It is mainly 
given by the packet length distribution, but it is also affected by deviations in the nominal 
transmission capacity of the link. 

𝜆𝜆𝑖𝑖is the aggregated mean packet arrival rate at the priority level 𝑖𝑖. 

𝐸𝐸�𝑙𝑙𝑝𝑝�is the mean packet size at the priority level 𝑝𝑝. 

𝐶𝐶: Link capacity. 

𝜌𝜌𝑖𝑖 = 𝐸𝐸[𝑙𝑙𝑖𝑖]⋅𝜆𝜆𝑖𝑖
𝐶𝐶

 is the link utilization. 
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 Wi-Fi radio interface throughput for eMBB services 

3.1.1.3.1 Performance metric: throughput for eMBB services in Wi-Fi air interface 

This measurement provides the rate of the packets that have been successfully delivered over the Wi-Fi air 
interface. This metric is used to evaluate the performance of eMBB applications that require a certain 
Guaranteed Bit Rate (GBR). 

3.1.1.3.2 Evaluation methodology 

The throughput targeted for UEs requesting eMBB services through Wi-Fi technology can be approximated 
by an attenuated form of the Shannon´s formula, which provides the maximum theoretical throughput that 
can be achieved over an AWGN channel for a given SINR. This attenuated form of the Shannon’s capacity 
formula takes into consideration the physical and MAC layer efficiency of the Wi-Fi technology. 

A RAN simulator developed in MATLAB will be used to measure the SINR used as input of the throughput 
model mentioned above. 

The considered expression to calculate the achievable rate of user 𝑗𝑗 associated to the Wi-Fi access point 𝑖𝑖 
during the reception of the data frame is obtained based on [5][6]: 

𝛽𝛽𝑖𝑖,𝑗𝑗 = 𝐵𝐵 ⋅ log2 �1 +
𝑆𝑆𝑆𝑆𝑆𝑆𝑅𝑅𝑖𝑖,𝑗𝑗  
𝜂𝜂𝑝𝑝ℎ𝑦𝑦

� ⋅ 𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚  

where:  

𝐵𝐵: The system bandwidth of the Wi-Fi APs. 

𝜂𝜂𝑝𝑝ℎ𝑦𝑦: Physical layer efficiency of the Wi-Fi system which is determined by the efficiency of 
the practical modulation and coding scheme. In [5] the value of this parameter is set to 1.25. 

𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚: System efficiency at the MAC layer of the Wi-Fi network due to the CSMA/CA and 
Distributed Coordination Function (DCF) mechanism. 

The term of the SINR is calculated as follows: 

𝑆𝑆𝑆𝑆𝑆𝑆𝑅𝑅𝑖𝑖,𝑗𝑗 =  
𝑃𝑃𝑅𝑅𝑅𝑅𝑖𝑖,𝑗𝑗 
𝐼𝐼𝑖𝑖,𝑗𝑗 + 𝑁𝑁𝑂𝑂

 

where: 

𝑃𝑃𝑅𝑅𝑅𝑅𝑖𝑖,𝑗𝑗  stands for the power the user 𝑗𝑗 receives from AP 𝑖𝑖, 

𝑁𝑁𝑂𝑂 is the noise that gathers the noise power and the user noise figure, 

𝐼𝐼𝑖𝑖,𝑗𝑗 represents the interferences that user 𝑗𝑗 receives from other APs that are transmitting 
within the same contention domain when it is associated to AP 𝑖𝑖. 

 

Specifically, this term is calculated as the addition of the power that user 𝑗𝑗 receives from the rest of APs that 
transmit in the same channel as the AP the users is attached to. This addition is weighted with a factor that 
indicates the level of overlapping between the channels. If 𝑚𝑚 is the channel assigned to the AP user 𝑗𝑗 is 
attached to and  𝑛𝑛 is the channel assigned to the AP that is interfering AP 𝑖𝑖, then the mentioned factor 
indicates the level of overlapping between the channels 𝑚𝑚 and 𝑛𝑛.  
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Figure 3-5 Wi-Fi Spectral efficiency versus SINR 

The computation of this factor is obtained from the work in [7] and its expression is included below: 

𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑟𝑟𝑚𝑚,𝑛𝑛 = max �0, 1 −
1
5

|𝑚𝑚 − 𝑛𝑛|� 

Notice that the values of this factor may range from 0 to 1, being 0 when there are no interferences between 
channels, and 1 whether the channels are entirely overlapped. 

3.1.1.3.3 Numerical results 

Figure 3-5 shows the spectral efficiency in Wi-Fi as a function of the SINR, which was estimated using the 
model included in this table. The bandwidth to be allocated to a user for guaranteeing a bit rate equals its 
spectral efficiency, which is given by its SINR as shown in the figure, times the bit rate to be enforced. 

 Network and application function stratum 

 Virtualized UPF´s mean packet delay 

This section describes a queuing theory based analytical model for estimating the mean packet delay for a 
virtualized UPF running on a standard server. Specifically, the UPF’s mean packet delay is defined as the 
average (arithmetic mean) sojourn time of the packet in the virtualized UPF. This metric comprises the 
following delay components: 

a) The average back-end driver processing time and the packet transmission to the virtualization 
container (e.g., Virtual Machine or OS Container) through the virtual bridge, 𝑇𝑇𝐵𝐵𝐵𝐵𝐵𝐵𝑈𝑈𝑃𝑃𝑃𝑃. 

b) The average protocol stack packet processing, 𝑇𝑇𝑃𝑃𝑃𝑃𝑈𝑈𝑈𝑈𝑈𝑈. 
c) The average queuing delay at the application layers, 𝑊𝑊𝐴𝐴𝐴𝐴𝐴𝐴

𝑈𝑈𝑈𝑈𝑈𝑈. 
d) The average processing delay at the application layers, 𝑇𝑇𝐴𝐴𝐴𝐴𝐴𝐴𝑈𝑈𝑈𝑈𝑈𝑈. 
e) The back-end driver processing time and the packet transmission to the physical NIC through the 

virtual, 𝑇𝑇𝐵𝐵𝐵𝐵𝐵𝐵𝑈𝑈𝑈𝑈𝑈𝑈. 
The components a), b), and e) of the UPF’s average sojourn time together with the mean and coefficient of 
variation of the UPF application layers’ service rate will be taken from references that include the respective 
experimental results. The components c) and d) will be determined using queuing theory and, more precisely, 
the approximation of the G/G/m queue considered in [20][21]. The 𝑚𝑚 queuing servers stands for the physical 
CPU cores allocated to the UPF’s higher layers processing.  

The primary assumptions considered here are extracted from the virtualized UPF’s implementation 
operation from Intel and SK Telecom described in [22] and are listed below: 

• The higher layers (e.g., GTP-U and PDU layer) processing represents the main bottleneck of the 
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UPF[21][22]. 
• The application layer serves the packets following a first-come-first-served (FCFS) discipline [21][22].  
• There are as many processing threads as dedicated physical cores allocated to the UPF [21][22].  
• Software-based with run-to-completion (RTC) UPF pipeline, i.e., each packet’s user plane processing 

is executed in entirety, followed by the next packet picked for processing [21][22].  
• There are CPU physical cores dedicated to the virtualisation container housekeeping [21][22]. There 

are 𝑚𝑚 physical CPU cores destined to process packets at the UPF application layer. 
• General distributions for both the arrival and service processes. 

Considering all above, the UPF’s mean sojourn time 𝐷𝐷𝑈𝑈𝑈𝑈𝑈𝑈 is given by: 

𝐷𝐷𝑈𝑈𝑈𝑈𝐹𝐹 = 𝑇𝑇𝐵𝐵𝐵𝐵𝐵𝐵𝑈𝑈𝑈𝑈𝑈𝑈 + 𝑇𝑇𝑃𝑃𝑃𝑃𝑈𝑈𝑈𝑈𝑈𝑈 + 𝑊𝑊𝐴𝐴𝐴𝐴𝐴𝐴
𝑈𝑈𝑈𝑈𝑈𝑈 + 𝑇𝑇𝐴𝐴𝐴𝐴𝐴𝐴𝑈𝑈𝑈𝑈𝑈𝑈 + 𝑇𝑇𝐵𝐵𝐵𝐵𝐵𝐵𝑈𝑈𝑈𝑈𝑈𝑈 

𝑊𝑊𝐴𝐴𝐴𝐴𝐴𝐴
𝑈𝑈𝑈𝑈𝑈𝑈 + 𝑇𝑇𝐴𝐴𝐴𝐴𝐴𝐴𝑈𝑈𝑈𝑈𝑈𝑈 =

(𝑐𝑐𝑎𝑎2 + 𝑐𝑐𝑠𝑠2) ∙ 𝐸𝐸𝐶𝐶(𝑚𝑚, 𝜆𝜆, 𝜇𝜇)
2 ∙ (𝑚𝑚 ⋅ 𝜇𝜇 − 𝜆𝜆) +

1
𝜇𝜇

 

where: 

𝑐𝑐𝑎𝑎2: squared coefficient of variation of the inter-arrival times to the UPF. 

𝑐𝑐𝑠𝑠2: squared coefficient of variation of the UPF application layer’s service times. 

𝜆𝜆: UPF application layer mean arrival rate. 

𝜇𝜇: UPF application layer mean service rate. 

𝑚𝑚: Physical CPU cores destined to process packets at the UPF application layer. 

𝐸𝐸𝐶𝐶(𝑚𝑚, 𝜆𝜆, 𝜇𝜇): Erlang-C formula [21][22].  

The accuracy of the model to estimate the average delay of a VNF was validated experimentally in [21]. 

 Virtualized gNB-CU´s mean packet delay 

This section provides a queuing theory-based approach for estimating the mean packet dealy for a virtualized 
gNB-CU, i.e., the average (arithmetic mean) sojourn time of the packet in the virtualized gNB-CU. This metric 
has similar latency components as those considered in the UPF’s mean packet delay model described in 
Section 3.1.2.1: 

a) The average back-end driver processing time and the packet transmission to the virtualisation 
container (e.g., Virtual Machine or OS Container) through the virtual bridge, 𝑇𝑇𝐵𝐵𝐵𝐵𝐵𝐵𝐶𝐶𝐶𝐶 . 

b) The average protocol stack packet processing, 𝑇𝑇𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶. 
c) The average queuing delay at the application layers, 𝑊𝑊𝐴𝐴𝐴𝐴𝐴𝐴

𝐶𝐶𝐶𝐶 . 
d) The average processing delay at the application layers, 𝑇𝑇𝐴𝐴𝐴𝐴𝐴𝐴𝐶𝐶𝐶𝐶 . 
e) The back-end driver processing time and the packet transmission to the physical NIC through the 

virtual, 𝑇𝑇𝐵𝐵𝐵𝐵𝐵𝐵𝐶𝐶𝐶𝐶 . 
The primary assumptions considered are listed below: 

• The gNB upper layers processing represents the main bottleneck of the gNB-CU [21][22][23]. We 
consider the option 2 for the splitting of the gNB-CU/gNB-DU, which implies the gNB-CU is in charge 
of the per packet processing associated with the Radio Resource Control (RRC), Service Data 
Adaptation Protocol (SDAP), and Packet Data Convergence Protocol (PDCP) protocols. 

• The packets are served following a FCFS discipline [21][22][23] . 
• There are as many processing threads as dedicated physical cores allocated to the gNB-CU 
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[21][22][23]. 
• Software-based with run-to-completion (RTC) gNB-CU pipeline, i.e., each packet’s user plane 

processing is executed in entirety, followed by the next packet picked for processing[21][22][23]. 
• There are CPU physical cores dedicated to the virtualisation container housekeeping [21][22][23]. 

There are 𝑚𝑚  physical CPU cores destined to process packets at the gNB-CU application 
layer[21][22][23]. 

• General distributions for both the arrival and service processes. 
The operation considered for the virtualized gNB-CU is the same as the virtualized UPF’s implementation 
described in [22] and compatible with the one assumed in [23]  for the Cloud RAN’s BBU pool.  

Considering all above, the gNB-CU’s mean sojourn time 𝐷𝐷𝐶𝐶𝐶𝐶 can be estimated as follows: 

𝐷𝐷𝐶𝐶𝐶𝐶 = 𝑇𝑇𝐵𝐵𝐵𝐵𝐵𝐵𝐶𝐶𝐶𝐶 + 𝑇𝑇𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶 + 𝑊𝑊𝐴𝐴𝐴𝐴𝐴𝐴
𝐶𝐶𝐶𝐶 + 𝑇𝑇𝐴𝐴𝐴𝐴𝐴𝐴𝐶𝐶𝐶𝐶 + 𝑇𝑇𝐵𝐵𝐵𝐵𝐵𝐵𝐶𝐶𝐶𝐶  

𝑊𝑊𝐴𝐴𝐴𝐴𝐴𝐴
𝐶𝐶𝐶𝐶 + 𝑇𝑇𝐴𝐴𝐴𝐴𝐴𝐴𝐶𝐶𝐶𝐶 =

(𝑐𝑐𝑎𝑎2 + 𝑐𝑐𝑠𝑠2) ∙ 𝐸𝐸𝐶𝐶(𝑚𝑚, 𝜆𝜆, 𝜇𝜇)
2 ∙ (𝑚𝑚 ⋅ 𝜇𝜇 − 𝜆𝜆) +

1
𝜇𝜇

 

where: 

𝜆𝜆: gNB-CU mean packet arrival rate, 

𝜇𝜇: gNB higher-layers protocols (e.g., SDAP and PDCP) packet processing rate. This input parameter 
of the model depends on the carrier bandwidth, spectral efficiency, and traffic load [29][30],  

𝑐𝑐𝑎𝑎2: squared coefficient of variation of the inter-arrival times to the gNB-CU, 

𝑐𝑐𝑠𝑠2: squared coefficient of variation of the gNB higher-layers protocols processing times. This input 
parameter might depend on the signal-to-interference-plus-noise ratio (SINR) distribution of the 
specific scenario, the physical machine configuration (e.g., CPU governor, C-States, processor 
architecture and operation), and the virtualization layer, 

𝑚𝑚: Physical CPU cores and the respective threads dedicated for the per packet processing of the 
SDAP and PDCP protocols, 

𝐸𝐸𝐶𝐶(𝑚𝑚, 𝜆𝜆, 𝜇𝜇): Erlang-C formula [20][21]. 

 gNB-DU mean packet delay 

This metric refers to the average sojourn time of a packet in the gNB-DU. We assume the splitting option #2 
[4] for the gNB-CU/gNB-DU and the splitting option #7 [4] for the gNB-DU/gNB-RU. Then, the radio link 
control (RLC), MAC, and part of the physical layer (e.g., equalization and MIMO precoding) are in the gNB-
DU. We also consider that the gNB-DU function is not virtualized. A G/G/m queueing model is used to 
estimate the gNB-DU mean packet delay. Thus, the gNB-DU mean packet delay 𝐷𝐷𝐷𝐷𝑈𝑈 can be computed as: 

𝐷𝐷𝐷𝐷𝐷𝐷 =
(𝑐𝑐𝑎𝑎2 + 𝑐𝑐𝑠𝑠2) ∙ 𝐸𝐸𝐶𝐶(𝑚𝑚, 𝜆𝜆, 𝜇𝜇)

2 ∙ (𝑚𝑚 ⋅ 𝜇𝜇 − 𝜆𝜆) +
1
𝜇𝜇

 

where: 

𝜆𝜆: gNB-DU mean packet arrival rate, 

𝜇𝜇: gNB-DU packet processing rate associated with the RLC, MAC and part of the physical 
layer. This input parameter of the model depends on the carrier bandwidth and modulation 
and coding scheme (MCS) index [29][30][31],  

𝑐𝑐𝑎𝑎2: squared coefficient of variation of the inter-arrival times to the gNB-CU, 
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𝑐𝑐𝑠𝑠2: squared coefficient of variation of the gNB higher-layers protocols processing times. This 
input parameter might depend on the computing capacity drift of the small cell and SINR 
distribution of the specific scenario, 

𝑚𝑚: dedicated processing units that can process packets in parallel,  

𝐸𝐸𝐶𝐶(𝑚𝑚, 𝜆𝜆, 𝜇𝜇): Erlang-C formula. 

 gNB-RU mean packet delay 

This metric corresponds to the average sojourn time of a packet in the gNB-RU. We assume the splitting 
option #7 for the gNB-DU/gNB-RU. Then, FFF/IFFT, resource mapping and RF functionalities resides in the 
gNB-RU [4][29]. We also consider that the gNB-RU function is not virtualized. A G/G/m queueing model is 
used to estimate the gNB-RU mean packet delay. Thus, the gNB-RU mean packet delay estimation 𝐷𝐷𝑅𝑅𝑅𝑅 is 
given by: 

𝐷𝐷𝑅𝑅𝑅𝑅 =
(𝑐𝑐𝑎𝑎2 + 𝑐𝑐𝑠𝑠2) ∙ 𝐸𝐸𝐶𝐶(𝑚𝑚, 𝜆𝜆, 𝜇𝜇)

2 ∙ (𝑚𝑚 ⋅ 𝜇𝜇 − 𝜆𝜆) +
1
𝜇𝜇

 

where: 

𝜆𝜆: gNB-RU mean packet arrival rate, 

𝜇𝜇: gNB-RU packet processing rate associated with the base processing of the physical layer. This input 
parameter of the model depends on the carrier bandwidth and the virtualization layer when the 
function is virtualized [4][29] [30], 

𝑐𝑐𝑎𝑎2: squared coefficient of variation of the inter-arrival times to the gNB-CU, 

𝑐𝑐𝑠𝑠2: squared coefficient of variation of the gNB base processing time. This input parameter might 
depend on the computing capacity drift of the small cell and SINR distribution of the specific scenario, 

𝑚𝑚: dedicated processing units that can process packets in parallel,  

𝐸𝐸𝐶𝐶(𝑚𝑚, 𝜆𝜆, 𝜇𝜇): Erlang-C formula [20][21]. 

 NR-Uu mean packet delay 

This metric refers to the average sojourn time of a packet at the radio interface. We consider G/G/m 
queueing model to estimate it. Then, the NR-Uu mean packet delay 𝐷𝐷𝑁𝑁𝑁𝑁−𝑈𝑈𝑈𝑈 can be computed as: 

𝐷𝐷𝑁𝑁𝑁𝑁−𝑈𝑈𝑈𝑈 =
𝑐𝑐𝑎𝑎2 ∙ 𝐸𝐸𝐶𝐶(𝑚𝑚, 𝜆𝜆, 𝜇𝜇)
2 ∙ (𝑚𝑚 ⋅ 𝜇𝜇 − 𝜆𝜆) +

1
𝜇𝜇

 

where:  

𝜆𝜆: NR-Uu mean packet arrival rate. 

𝜇𝜇: packet transmission rate at the radio interface. It is the inverse of the time slot 𝜏𝜏, which is given 
by the specific numerology considered.  

𝑐𝑐𝑎𝑎2: squared coefficient of variation of the inter-arrival times to the NR-Uu. 

The squared coefficient of variation of the radio interface transmission time is roughly zero (the 
service process can be regarded as deterministic).  

𝑚𝑚: the number of PRBs at the radio interface divided by the average number of PRBs required to 

transmit a packet. More precisely, 𝑚𝑚 = 𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 �𝑊𝑊
𝑏𝑏
�, where 𝑊𝑊 is the number of PRBs and 𝑏𝑏 is the 
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average number of PRBs required for transmitting a single packet at the radio interface. The latter 
depends on the per user SINR distribution of the specific scenario. The same approach for configuring 
the number of queuing servers is used in [31] using an M/M/c/K model to investigate how the latency 
threshold as well as other system parameters (e.g., bandwidth) impact on the capacity of the URLLC 
system. The model [31] is used as baseline to estimate the PLR at the radio interface in [18]. 

𝐸𝐸𝐶𝐶(𝑚𝑚, 𝜆𝜆, 𝜇𝜇): Erlang-C formula [20][21]. 

 NR-Uu interface packet loss ratio for URLLC services 

3.1.2.6.1 Performance metric: packet loss ratio (PLR) for URLLC services 

This measurement provides the percentage of packet loss at the air interface, i.e., the fraction of packets 
that cannot be delivered over the total number of packets sent through the radio interface. Specifically, this 
performance metric is used to measure the packet loss ratio of URLLC applications that must fulfil stringent 
delay requirements. 

3.1.2.6.2 Evaluation methodology 

To estimate this metric, the Queueing Theory-based model proposed [18]. The main assumptions of the 
model are the following: 

• The NR-Uu interface arrival and service processes are Poissonian. 
• There is a single buffer with FIFO discipline at the radio interface to store the aggregated traffic from 

all the URLLC streams of the same slice. 
• There are 𝑊𝑊 Physical Resource Blocks (PRBs) dedicated to the URLLC slice. 
• The PRB demand per packet follows an arbitrary distribution.    
• The URLLC flows have two performance constraints, e.g., a maximum packet delay budget and a 

packet loss ratio, which are ensured all the time. 

The primary notation considered for the model is included below: 

• τ: Time slot duration. 
• W: Number of PRB dedicated to the URLLC slice. 
• λ: Average arrival rate expressed in packets per second. 
• 𝐷𝐷𝑄𝑄𝑄𝑄𝑄𝑄: Maximum delay budget at the NR-Uu interface. This constraint is imposed by the URLLC flow 

with the most stringent delay requirement. 
• 𝑃𝑃𝑃𝑃𝑃𝑃𝑄𝑄𝑄𝑄𝑄𝑄: Target packet loss ratio at the NR-Uu interface. This constraint is imposed by the URLLC 

flow with the most stringent packet loss ratio requisite. 

• 𝑏𝑏𝑖𝑖 =  � 𝑠𝑠
𝑟𝑟𝑖𝑖
�: Number of PRBs required to serve a packet of size s of the UE 𝑖𝑖 with data rate 𝑟𝑟𝑖𝑖. 

• 𝑏𝑏𝑚𝑚𝑚𝑚𝑚𝑚: Minimum possible value of PRBs to serve a packet given by the PRBs demand per packet 
distribution.  

• 𝑏𝑏𝑚𝑚𝑚𝑚𝑚𝑚: Maximum possible value of PRBs to serve a packet given by the PRBs demand per packet 
distribution.  

• 𝑘𝑘𝑚𝑚𝑚𝑚𝑚𝑚(𝑏𝑏) = � 𝑏𝑏
𝑏𝑏𝑚𝑚𝑚𝑚𝑚𝑚

� : Maximum number of packets that have aggregated size of b PRBs. 

• 𝑘𝑘𝑚𝑚𝑚𝑚𝑚𝑚(𝑏𝑏) = � 𝑏𝑏
𝑏𝑏𝑚𝑚𝑚𝑚𝑚𝑚

� : Minimum number of packets that have aggregated size of b PRBs. 

• 𝑝𝑝𝐵𝐵𝑖𝑖(𝑏𝑏𝑖𝑖): It stands for the number of PRBs needed to transmit a packet addressed to the UE 𝑖𝑖. 
Due to the independence among the UEs packets arrival at the gNB, 
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the Probability Mass Function (PMF) of the number of PRBs needed to serve an arbitrary selected packet can 
be expressed as follows: 

𝑝𝑝𝑏𝑏(𝑏𝑏) =
∑ λ𝑖𝑖 ⋅ 𝑝𝑝𝐵𝐵𝑖𝑖(𝑏𝑏𝑖𝑖)
𝑁𝑁
𝑖𝑖=1

𝜆𝜆
 

Then, the packet loss ratio at the NR-Uu interface can be estimated as: 

1 − Pc�W,𝐷𝐷QoS, λ� =   1 − � �
𝑝𝑝(𝑘𝑘,   λτ) ⋅ 𝑝𝑝𝐵𝐵

(𝑘𝑘)(𝑏𝑏)
1 − 𝑝𝑝(0,   λτ)

𝑘𝑘𝑚𝑚𝑚𝑚𝑚𝑚(𝑏𝑏)

𝑘𝑘=𝑘𝑘𝑚𝑚𝑚𝑚𝑚𝑚(𝑏𝑏)

𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚

𝑏𝑏=𝑏𝑏𝑚𝑚𝑚𝑚𝑚𝑚 

 

where: 

𝑝𝑝𝐵𝐵
(𝑘𝑘)(𝑏𝑏) =  ∑ 𝑝𝑝𝐵𝐵

(𝑘𝑘−1)(𝑏𝑏 − 𝑖𝑖)𝑏𝑏𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖=𝑏𝑏𝑚𝑚𝑚𝑚𝑚𝑚

⋅ 𝑝𝑝𝐵𝐵
(𝑘𝑘)(𝑖𝑖) : PMF of the aggregated size of k > 1 packets. 

𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑊𝑊�𝐷𝐷
𝑄𝑄𝑄𝑄𝑄𝑄

𝜏𝜏
− 1�  : The maximum queue length in terms of PRBs. Enforcing this condition 

ensures that the most stringent delay constraint 𝐷𝐷𝑄𝑄𝑄𝑄𝑄𝑄 is fulfilled. 

𝑝𝑝(𝑘𝑘,   λτ) =  (𝜆𝜆𝜆𝜆)𝑘𝑘

𝑘𝑘!
exp (−𝜆𝜆𝜆𝜆): PMF of the Poisson distribution. 

 NR-Uu interface throughput for eMBB services 

3.1.2.7.1 Performance metric: throughput for eMBB services 

This measurement provides the rate of the packets that have been successfully delivered over the NR-Uu 
interface. This metric is used to measure the performance of eMBB applications that require a certain 
Guaranteed Bit Rate (GBR). 

3.1.2.7.2 Εvaluation methodology 

The throughput targeted for eMBB services can be approximated by an attenuated and truncated form of 
the Shannon´s formula, which provides the maximum theoretical throughput that can be achieved over an 
AWGN channel for a given SINR. A system-level RAN simulator developed within the 5G-CLARITY project 
using MATLAB will be used to measure the SINR used as input of the throughput model mentioned above. 

The following equations are used to approximate the throughput over a channel with a given SINR [18]:  

 

Throughput (SINR),  

�
bps
Hz

� =  

0                             for   𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 ≤ 𝑆𝑆𝑆𝑆𝑆𝑆𝑅𝑅𝑀𝑀𝑀𝑀𝑀𝑀 
𝛼𝛼 ⋅ 𝑆𝑆(𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆)        for   𝑆𝑆𝑆𝑆𝑆𝑆𝑅𝑅𝑀𝑀𝑀𝑀𝑀𝑀 ≤ 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 ≤ 𝑆𝑆𝑆𝑆𝑆𝑆𝑅𝑅𝑀𝑀𝑀𝑀𝑀𝑀 
𝛼𝛼 ⋅ 𝑆𝑆(𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆)        for   𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 ≥ 𝑆𝑆𝑆𝑆𝑆𝑆𝑅𝑅𝑀𝑀𝑀𝑀𝑀𝑀 

 

where:  

𝑆𝑆(𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆): Shannon bound, 𝑆𝑆(𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆) = 𝑙𝑙𝑙𝑙𝑙𝑙2(1 + 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆) [bps/Hz] 

𝛼𝛼: Attenuation factor, representing implementation losses. 

𝑆𝑆𝑆𝑆𝑆𝑆𝑅𝑅𝑀𝑀𝑀𝑀𝑀𝑀: Minimum SINR of the code set [dB]. 

𝑆𝑆𝑆𝑆𝑆𝑆𝑅𝑅𝑀𝑀𝑀𝑀𝑀𝑀: Maximum SINR of the code set [dB]. 

The parameters 𝛼𝛼 , 𝑆𝑆𝑆𝑆𝑆𝑆𝑅𝑅𝑀𝑀𝑀𝑀𝑀𝑀  and 𝑆𝑆𝑆𝑆𝑆𝑆𝑅𝑅𝑀𝑀𝑀𝑀𝑀𝑀  can be chosen accordingly in order to represent different 
modem implementations and link conditions. 



D2.3 – Preliminary System Architecture Evaluation  

32 
 

 

 

5G-CLARITY [H2020-871428] 

 
Figure 3-6 Spectral efficiency versus SINR in 5G  

3.1.2.7.3 Numerical results 

Figure 3-6 shows the spectral efficiency in 5G as a function of the SINR, which was estimated using the model 
included in this table. The bandwidth to be allocated to a user for guaranteeing a bit rate equals its spectral 
efficiency, which is given by its SINR as shown in the figure, times the bit rate to be enforced. 

 Experimental evaluation and modelling for virtualized RAN 

3.1.2.8.1 Performance metric: GOPS 

The main objective of this analysis is to measure the processing requirements of virtualized gNBs in terms of 
Giga Operations per Second (GOPS). The NG-RAN elements considered in 5G-CLARITY are hosted in the RAN 
cluster deployed in the private premises. The operation of these elements is supported by General Purpose 
Processors (GPPs) that can be accessed through appropriate interfaces (i.e., O-FH, F1). To optimally design 
the overall system, it is very important to identify the computational requirements of the virtualized gNB 
processing functions. This is important as with this input we can analyze the specificities and characteristics 
of the individual processing functions forming the Base Band Unit (BBU) Service Chain. Therefore, the 
objective of this study is to analyze the requirements of virtualized NG-RAN system running on general-
purpose processors (i.e.,x86). 

3.1.2.8.2 Evaluation methodology 

To evaluate the performance of the NG-RAN system we rely on an open-source implementation of its 
protocol stack. Using this platform, the BBU processing requirement of its individual PHY elements are 
analyzed for various wireless access requirements and traffic load scenarios.  

For our experiments we used an open source 5G RAN suite, and Intel’s VTune Amplifier 2018 [Intel], a 
performance profiler for software performance analysis. These kernels are configurable and can be used to 
build applications to model wireless protocols.  A summary of the BBU processing functions is presented 
below. This includes:  

• The Single Carrier - Frequency Diversity Multiple Access is a precoded Orthogonal Frequency 
Diversity Multiplexing (OFDM). It is preferred compared to OFDM, for the uplink transmission, as it 
is less susceptible to frequency offsets and has a lower Peak-to-Average Power Ratio. The SC-FDMA 
Demodulation function removes the Cyclic Prefix (CP) and performs N-point Fast Fourier Transform 
(FFT).  

• The Sub-carrier Demapper that extracts the data and the reference symbols from the subframes.  
• The Frequency Domain Equalizer that estimates the Channel State Information (CSI) by the received 
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pilot signal through the Least Square estimation algorithm. It computes the channel coefficients, 
with the help of CSI, and equalizes the received data using a zero forcing MIMO detector in the 
frequency domain as equalizer. 

• The Transform Decoder that performs M-point Inverse Fast Fourier Transfer (IFFT). 
• The Constellation Demapper that receives the signal and extracts the binary stream by generating 

Logarithmic Likelihood Ratios (LLR). 
• The Descrambler that descrambles the input sequence. 
• The Rate Matcher that separates the input stream into N streams, de-interleaves each code stream 

and removes the redundant bits. For our experiments, one information bit is encoded into three 
transmitted bits, so N was constantly set to 3. 

• The Turbo Decoder that takes soft information for each code, in our case LLR, and it applies 
iteratively the Soft-Input Soft-Output (SISO) algorithm. The Turbo Decoder consists of two SISO 
decoders that perform the trellis traversal algorithm, and one interleaver/de-interleaver. Higher 
number of iterations achieves improved error correction performance, at the expense of higher 
computation cost. To address this issue, for the conducted experiments 5 iterations were used. 

3.1.2.8.3 Numerical results 

To increase the statistical validity of the results produced by the profiler, a thorough investigation between 
different numbers of subframes processing was conducted, which resulted in setting the number of 
subframes to 1000. The set of experiments carried out was aiming at exploring the behavior of each 
processing function for different configurations of the gNBs PHY uplink system. Figure 3-7 presents the 
dependence of the instructions performed on the data rate for different modulation schemes, when 
processing 1000 subframes by each function.  

Taking into consideration the variance of the measurements we can conclude that all functions present a 
linear dependence with the data rate. On the other hand, the influence of the modulation scheme, on the 
instructions number, differs for each function. More specifically we observe that the modulation scheme 
does not affect the instructions number for SC-FDMA Demodulation, Sub-carrier Demapper, Equalizer, and 
Transform Decoder. For the Constellation Demapper an exponential dependence of the modulation scheme 
is observed, while the Rate Matcher and the Turbo Decoder exhibit linear dependence.  

We observe that the Turbo Decoder performs higher number of instructions, especially as the data rate 
increases, while the Constellation Demapper, the Rate Matcher and the Equalizer perform fewer instructions. 
This means that the Turbo Decoder, involving 1 to 4 orders of magnitude higher instructions compared to 
other functions, determines by large the total number of instructions needed to process a subframe and how 
this number depends on the data rate and the modulation scheme. Below are the linear expressions that fit 
the Turbo Decoder (1) and the Total Instructions (2) behavior.  

Instructions (million) = 13747 * Data Rate (Mbps)                                                             (Eq. 3-1) 

Instructions (million) = 14575 * Data Rate (Mbps)                                                             (Eq. 3-2) 
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a)                                                                  b)                                                                 c) 

 
d)                                                                  e)                                                                 f) 

 
g)                                                                    h)                                                i) 

Figure 3-7 Instructions per signal processing function under various data rates for a) SC-FDMA Demodulation, b) 
Subcarrier Demapper, c) Equalizer, d) Transform Decoder, e) Demodulation, f) Descrambler, g) Rate Matcher, h) 

Turbo Decoder, and i) Total Instructions  

 Experimental evaluation of the virtualized UPF  

3.1.2.9.1 Performance metric: N3 interface related measurements   

The main objective of this section is to experimentally evaluate the performance of UPF elements. This will 
be evaluated in terms of [14]: 

a) Number of incoming GTP data packets on the N3 interface, from (R)AN to UPF  
b) Data volume of incoming GTP data packets for different PDU session requirements 
c) Data volume of outgoing GTP data packets per QoS level on the N3 interface, from UPF to (R)AN  
d) Incoming/outcoming GTP Data Packet Loss  
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3.1.2.9.2 Evaluation methodology 

To evaluate the performance UPF an experimental 5G testbed has been deployed using an open source 5G 
platform. It is well known that UPF acts as a termination point for several interfaces and protocol stacks 
including N3 (GTP-U) tunnels from the RAN, N9 for the interconnection of a chain of UPFs as well as N6 for 
interconnecting the system with an external data network.  Based on the information that is included in the 
interfaces and the information that it receives from the SMF, the UPF can take several actions including:   

• Mapping of traffic to the appropriate tunnels based on the QoS Flow Identifier (QFI) information [ETSI 
TS 123 501] [15]. This requires UPFs to be able to perform Deep Packet Inspection (DPI) and identify 
the necessary values in the GTP-U header, associate QFIs with the appropriate Differentiated Services 
Code Point (DSCP) codes in the external IP network and perform the relevant protocol adaptations 
(encapsulations/decapsulations) at line rate. 

• Steering of packets to the appropriate output port and take the necessary packet forwarding actions.   
• Packet counting for charging and policy control purposes.  
• DPI for security and anomaly detection purposes.   
• Buffering and queuing management for traffic service differentiation and assurance of end-to-end 

delays.   
A high-level view of the multiprotocol functionalities that a UPF can support is shown in  Figure 3-8.  

Where it is observed that the UPF should be capable of an extensive set of protocols including GTP-U, DFCP, 
IP, etc., assisting in the operation of SDAP and PDCP through mapping of DSCP classified IP traffic coming 
from the external data network  to the appropriate QFI classes. It should be also capable of handling legacy 
and new protocols such as eCPRI/ORAN, Radio over Ethernet (RoE). Programmable HW (such as FPGAs and 
SmartNICs) can effectively classify and steer traffic within the server based on control plane (N1/2, N4), user 
plane (N3, N6) or UPF -to-UPF (N9) interfaces. For example, the NIC can steer control plane protocols such 
as PFCP into the SMF or control plane part of UPF and can steer UE session either based on PDU session, 
flow, QoS class etc. on N3 and N6. Furthermore, through programming it may be used to support extended 
header (EH) for 5G user plane traffic.  

To evaluate the performance of the UPF, a model based on queuing theory is developed. This model is 
compared with experimental evaluation results. The flowchart of this model is shown in Figure 3-9, where in 
the first block traffic can be prioritized and steered via configurable policies into one of the available queues.  

 

  

Figure 3-8 UPF multiprotocol interfaces    
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Figure 3-9 Detailed queuing model of UPF 

3.1.2.9.3 Numerical results  

We initially evaluate the computational requirements of the UPF a function of throughput assuming that the 
system is hosted in virtualized machines with different allocated computational resources. The results are 
based on the free5GCore platform but as this platform is based on 3GPP Rel 16, it can be extended to any 
other system compatible with this standard. The different VM configurations used to host the 5GC platform 
are summarized in Table 3-1.  

Figure 3-10 shows the impact of PDU session throughput on CPU resource utilization. It is clear that as we 
allocate more resources to the Core Network, the CPU utilization is reduced. For instance, for the same data 
rate (around 90Mbps), the small VM consumes 16% of its CPU, while the medium consumes 7.5%, while the 
VMs with more available resources (i.e., large and x large) consume less than 5%.  

 

Table 3-1 VM Configurations Used to Host the Virtualized 5GC Platform 

VM No of CPU Cores RAM [GB] Storage [GB] Network [Gbps] 
Small 1 2 20 1 

Medium 2 4 40 1 
Large 4 8 80 1 

X Large 8 16 160 1 

 

 

Figure 3-10 CPU consumption for various data rates under different VM configuration options 
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Figure 3-11 Multiple connected UEs 

Since our ultimate goal was to evaluate the performance under high loading conditions, we started 
connecting more UEs to the Core Network while running the same test. The results for multiple connected 
UEs are illustrated in Figure 3-11.  

Τhe overall trend remains the same as with the one connected UE. One difference is that we observe an 
increase in the aggregated data rate. From Figure 3-12, it is concluded that increasing the number of 
connected UEs to 5, does not have an impact to the CPU consumption. Here, we can observe that for all four 
hosts, the same aggregated data rates result in the same CPU consumption regardless the number of 
connected UEs. This is expected as the UPF performance depends on the aggregated number of packets 
transferred.  

As additional metric that has been also evaluated is related to the impact of allocated CPU resources on 
packet latency. Results in Figure 3-13 show that an increase of traffic terminated at the UPF leads to an 
increased number of hardware interrupts and, therefore, increased CPU utilization.   

 

  

Figure 3-12 CPU utilization vs throughput for different number of UEs  
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Figure 3-13 Correlation between IRQs and CPU utilization (right axis), CPU utilization and packet latency (left axis) 

as it has been measured over the experimental platform 

 Management and Orchestration stratum: modelling and performance evaluation for SDN 
controller 

This subsection focuses on the experimental evaluation of the SDN controller entity and the component 
responsible for the data lake and its associated data management and data processing services. Both entities 
have key role in 5G-CLARITY as the former is used to control the converged access network infrastructures 
while the latter is responsible for the collection of the monitoring data and feed the components that are 
responsible for the Lifecyle management of the 5G-CLARITY architecture. For these entities critical 
parameters that are evaluated affecting the scalability of the system include control plane latencies and 
operations per second under various input traffic.  

3.1.3.1.1 Performance metric: data to Control plane latency  

The main concept of SDN is the separation of the control from the data forwarding by providing a centralized 
control over the network through the controller. A key problem with the nature of the SDN architecture is 
the centralized approach for the placement of the controller. Network topologies with a large number 
of devices and long distances between them (creating corresponding delays in communication between the 
switch and the central controller) require the creation of a more distributed architecture that allow the 
continuing operation of time sensitive applications. The ultimate goal is to create SDNs that are easily 
expandable and cover large geographical areas.  

In the following, an approach for measuring the control plane latency is being discussed. The main idea is 
the creation of a northbound application over the OpenDayLight (ODL) platform - as a network administrator 
- that communicates externally with the controller, using the REST APIs. The application implements at first 
step a mechanism for collecting data about the network topology and at second step a mechanism for 
sending echo messages to all switches simultaneously, in order to measure the time response of ODL 
controller.  

3.1.3.1.2 Evaluation methodology 

To measure control plane latency an emulation environment based on mininet has been set up. A custom 
application has been developed that allows to measure data to control plane latencies for various network 
topologies and system deployment options.  The application takes advantage of the ODL’s REST architecture 
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by using the REST API at http://<ODL-IP>:8181/restconf/. In general, modifications are only made in the 
config state, which automatically updates the operational state of the controller. From the operational state, 
the network manager receives the desired information.  

Python was chosen as the programming language because of its ability of executing bash commands. Python 
was combined with bash shell scripting to take advantage of the ODL REST API with the usage of the curl 
command.   

In the beginning, through REST API we extract the topology of the network. Specifically, using the curl (bash 
command), with the appropriate headings and the GET method in the following URL:  

curl -u <USERNAME>:<PASSWORD> -X GET -s http://<ODL-IP>:8181/restconf/operational/network-
topology:network-topology/  

The information about the network is obtained in json (or xml) format. In particular, the obtained json file 
includes the id of every link in the network, as well as the source and destination node and port of each link. 
From the above, the number of switches is exported.   

For measuring the control plane delay, the application sends simultaneously echo messages to all the 
switches of the network through the NBI REST interface and records the time elapsed for receiving a reply. 
Thus, curl commands with POST method are employed in the following URL:  

curl -u <USERNAME>:<PASSWORD>  -H 'Content-Type: application/yang.operation+json' -X POST -s -d 
@data.json -w %{time_total} -o /dev/null http://195.134.79.53:8181/restconf/operations/sal-echo:send-
echo  

The REST API above requires an input in json format (data.json), that specifies the destination network node 
of the echo message. Thus, the application creates as many data.json files as the number of the nodes, that 
will serve as the input of each POST request. The curl commands are executed in parallel and their number 
is equal to the number of the nodes in the network, in order to see how the number of nodes affects the 
time responsiveness of ODL controller. For higher accuracy the above procedure is repeated 100 times, and 
the delay is considered as the average delay of each repetition.  

3.1.3.1.3 Numerical results  

The results for linear topologies with different number of network nodes are shown in Figure 3-14.  

 
Figure 3-14 Dependence of processing time of SDN controller on the number of the network nodes  
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 Modelling and performance evaluation for data management platform 

3.1.3.2.1 Performance metric: Giga operations per second for the data management platform  

The main objective of this section is to evaluate the performance of the data lake (Data Management 
Platform -DMP) used to collect measurements[2]. To achieve this, we rely on VTune profiler to measure the 
computational requirements of its building blocks as a function of the incoming data rate.   

3.1.3.2.2 Evaluation methodology 

To analyse the performance of the DMP platform, we rely on VTune profiler to measure the computational 
requirements of its building blocks as a function of the incoming data rate.  The DMP is response to perform 
data collection, storage and processing. For the DMP, we analyzed the processing requirements of the 
message brokering servers (MQTT), ii) the Control Server that receives the data either from the MQTT broker 
or HTTP requests and forwards them for storage and iii) the time series database used for storage. The 
processing requirements of the DMP were derived by calculating the instructions per second required by its 
components as a function of the total IoT load.   

3.1.3.2.3 Numerical results  

The performance of the system in terms of operations per second is shown in Figure 3-15.  

3.2 End-to-end modelling tools 
In the previous section, a brief description of the main building blocks used in 5G-CLARITY has been provided. 
This section will describe the main tools that will be used to evaluate the performance of the overall system. 
This will include tools based on queuing theory, experimental platforms and emulation systems.  

 Modelling of the 5G DL URLLC slice’s E2E mean processing time 

We model the 5G system (5GS) and the transport network (TN) to interconnect its different components as 
an open queuing network. To solve this network, i.e., to estimate the E2E mean delay, we use the queuing 
network analyser (QNA) method proposed in [20]. This method can be regarded as an extension of the 
methodology to solve Jackson’s open networks, which consists of M/M/c queuing nodes, to general open 
networks composed of G/G/c queuing nodes. The model presented here provides the E2E mean response 
time of the downlink of 5G-CLARITY slices. To that end, it relies on the specific delay models of the different 
functional elements described in Sections 3.1.2.1, 3.1.2.2, 3.1.2.3, 3.1.2.4, and 3.1.2.5. More precisely, QNA 
serves to estimate the first and second order moments of the aggregated internal arrival process to every 
functional element and estimate the E2E mean latency from the per-component delays, as detailed next.  

 
Figure 3-15 Instructions per second under various incoming data rates for the DMP components   
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The primary notation is defined in Table 3-2. The procedure to solve a network following the QNA method 
comprises the following steps: 

1) Computation of the first and second order moments of the internal arrival processes:  
First, similar to the methodology to solve Jackson’s open networks, we compute the aggregated 
arrival rate for each queuing facility by solving the following set of linear equations:  

𝜆𝜆𝑘𝑘 = 𝜆𝜆0𝑘𝑘 +�𝜆𝜆𝑖𝑖𝜈𝜈𝑖𝑖𝑝𝑝𝑖𝑖𝑖𝑖

𝐾𝐾

𝑖𝑖=0

 

Next, we compute the squared coefficient of variation (SCV) of the inter-arrival times for each 
queuing facility by solving the following set of linear equations: 

𝑐𝑐𝑎𝑎𝑎𝑎2 =  𝑎𝑎𝑘𝑘 + �𝑐𝑐𝑎𝑎𝑎𝑎2 ⋅ 𝑏𝑏𝑖𝑖𝑖𝑖

𝐾𝐾

𝑖𝑖=0

 

𝑎𝑎𝑘𝑘 =  1 + 𝜔𝜔𝑘𝑘{(𝑞𝑞𝑜𝑜𝑜𝑜 ⋅ 𝑐𝑐0𝑘𝑘2 − 1)  + �𝑞𝑞𝑖𝑖𝑖𝑖[(1 − 𝑝𝑝𝑖𝑖𝑖𝑖) + 𝜈𝜈𝑖𝑖 ⋅ 𝑝𝑝𝑖𝑖𝑖𝑖 ⋅ 𝜌𝜌𝑖𝑖2 ⋅ 𝑥𝑥𝑖𝑖]}
𝐾𝐾

𝑖𝑖=1

 

𝑏𝑏𝑖𝑖𝑖𝑖 = 𝜔𝜔𝑘𝑘 ⋅ 𝑞𝑞𝑖𝑖𝑘𝑘 ⋅ 𝑝𝑝𝑖𝑖𝑖𝑖 ⋅ 𝜈𝜈𝑖𝑖�1 − 𝜌𝜌𝑖𝑖2� 

𝑥𝑥𝑖𝑖 = 1 + 𝑚𝑚𝑖𝑖
−0.5 ⋅ (𝑚𝑚𝑚𝑚𝑚𝑚�𝐶𝐶𝑠𝑠𝑠𝑠2 , 0.2� − 1) 

𝜔𝜔𝑘𝑘 = �1 + 4 ⋅ (1 − 𝜌𝜌𝑘𝑘)2 ⋅ (𝛾𝛾𝑘𝑘 − 1)�−1 

𝛾𝛾𝑘𝑘 = ��𝑞𝑞𝑖𝑖𝑖𝑖2
𝐾𝐾

𝑖𝑖=0

�

−1

 

2) Mean delay per queue computation: 
The set of linear equations in step 1 enable us to estimate the mean arrival rate and SCV of the inter-
arrival packet times for each queue in the network, i.e., the first and second order moments of the 
aggregated packet arrival process to each queuing node. These moments are used as inputs to 
compute the mean sojourn time using the models described in Section II. Specifically, the mean 
sojourn times of the UPF, gNB-CU, gNB-DU, gNB-RU, and radio interface instances are estimated 
using the models described in Sections 3.1.2.1, 3.1.2.2, 3.1.2.3, 3.1.2.4, and 3.1.2.5, respectively. 

3) E2E mean delay computation: 
Finally, we estimate the E2E mean delay of the DL 5G system by adding the individual mean response 
time contributions of the different queues in the system: 

Te2e = Φ + � 𝑇𝑇𝑖𝑖𝑈𝑈𝑈𝑈𝑈𝑈 ⋅ 𝑉𝑉𝑖𝑖𝑈𝑈𝑈𝑈𝑈𝑈
𝐼𝐼𝑈𝑈𝑈𝑈𝑈𝑈

𝑖𝑖=1

+ 𝑇𝑇𝑁𝑁3 + �𝑇𝑇𝑖𝑖𝐶𝐶𝐶𝐶 ⋅ 𝑉𝑉𝑖𝑖𝐶𝐶𝐶𝐶
𝐼𝐼𝐶𝐶𝐶𝐶

𝑖𝑖=1

+ TF1 +�𝑇𝑇𝑖𝑖𝐷𝐷𝐷𝐷 ⋅ 𝑉𝑉𝑖𝑖𝐷𝐷𝐷𝐷
𝐼𝐼𝐷𝐷𝐷𝐷

𝑖𝑖=1

+  �𝑇𝑇𝑖𝑖𝑅𝑅𝑅𝑅 ⋅ 𝑉𝑉𝑖𝑖𝑅𝑅𝑅𝑅
𝐼𝐼𝑅𝑅𝑅𝑅

𝑖𝑖=1

+  � 𝑇𝑇𝑖𝑖𝑁𝑁𝑁𝑁−𝑈𝑈𝑈𝑈 ⋅ 𝑉𝑉𝑖𝑖𝑁𝑁𝑁𝑁−𝑈𝑈𝑈𝑈
𝐼𝐼𝑁𝑁𝑁𝑁−𝑈𝑈𝑈𝑈

𝑖𝑖=1

 

where: 

• Φ denotes the constant delays in the system that can be modelled as queuing facilities with an 
infinite number of servers. In other words, it refers to those delay components that does not 
depend on the traffic load (e.g., propagation delays at the links) and those resources that does 
depend slightly on it because they are not the primary bottlenecks in the system (e.g., switching 
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fabric processing time of the physical L2 bridges, virtual switches packet processing, L2-L4 
protocol stack processing at the physical machines, physical network functions constant 
processing delays…).  

• 𝐼𝐼𝑈𝑈𝑈𝑈𝑈𝑈 , 𝐼𝐼𝐶𝐶𝐶𝐶, 𝐼𝐼𝐷𝐷𝐷𝐷, 𝐼𝐼𝑅𝑅𝑅𝑅 and 𝐼𝐼𝑁𝑁𝑁𝑁−𝑈𝑈𝑈𝑈 are respectively the number of UPF, gNB-CU, gNB-DU, gNB-RU, 
and NR-Uu instances of the URLLC slice. For instance, the virtualized UPF and CU functions might 
have several replicas (instances) running on independent virtualization containers  due to the 
limitation on the processing capacity of a single physical machine or server. On the other side, 
considering an NR deployment with small cells that integrate the DU+RU functionalities, there 
will be a DU instance, an RU instance and a NR-Uu instance per small cell.   

• 𝑇𝑇𝑖𝑖𝑈𝑈𝑈𝑈𝑈𝑈 ,𝑇𝑇𝑗𝑗𝐶𝐶𝐶𝐶,𝑇𝑇𝑘𝑘𝐷𝐷𝐷𝐷,𝑇𝑇𝑙𝑙𝑅𝑅𝑅𝑅and 𝑇𝑇𝑚𝑚𝑁𝑁𝑁𝑁−𝑈𝑈𝑈𝑈 denote the UPF, gNB-CU, gNB-DU, gNB-RU and radio interface 
mean sojourn time of the instances 𝑖𝑖, 𝑗𝑗, 𝑘𝑘, 𝑙𝑙, and 𝑚𝑚, respectively.  

• 𝑉𝑉𝑖𝑖𝑈𝑈𝑈𝑈𝑈𝑈 ,𝑉𝑉𝑗𝑗𝐶𝐶𝐶𝐶, 𝑉𝑉𝑘𝑘𝐷𝐷𝐷𝐷,𝑉𝑉𝑙𝑙𝑅𝑅𝑅𝑅, and 𝑉𝑉𝑚𝑚𝑁𝑁𝑁𝑁−𝑈𝑈𝑈𝑈 stand for the visit ratio of the UPF, gNB-CU, gNB-DU, gNB-
RU, and radio interface instance 𝑖𝑖, 𝑗𝑗,𝑘𝑘, 𝑙𝑙, and 𝑚𝑚 respectively. The visit ratio is defined as the 
average number of visits to a given node by a packet during its lifetime in the system. 

• 𝑇𝑇𝑁𝑁3 and 𝑇𝑇𝐹𝐹1 are the mean packet transmission delays at the N3 and F1 interfaces introduced 
by the backhaul and midhaul networks, respectively. These delays depend on the TN setup 
when TSN is used as L2 technology. For instance, when the TN is realized as an asynchronous 
TSN network, we might use the mixed integer convex non-linear program formulated in [28]. 
Although the optimization goal considered in [28] is the minimization of the flow rejection 
probability, we can easily adapt it for other goals such as the minimization of the percentage of 
E2E delay budget consumed by the corresponding TN segment. Finding the optimal solution for 
a given optimization goal using the optimization program in [28] might serve to model the 
benefits brought by a ML algorithm running at the 5G-CLARITY system’s AI engine for the 
transport network configuration optimization. Once the different TN segments are configured, 
e.g., the paths interconnecting the TN segments endpoints (e.g., UPF and CU in the backhaul 
network, and CU and small cells in the midhaul networks), the priority levels for the different 
5G-CLARITY slices, and the reserved aggregated bandwidth at every link for each 5G-CLARITY 
slice, the mean delay time at the respective TN segment is estimated as average of the mean 
packet delay offered by all the available paths interconnecting the endpoints. The mean packet 
delay for each path is estimated as the sum of the delay contributions of all the ATSs/links 
included in the path using the model described in Section 3.1.1.2. Please note that the delay 
contributions related to the signal propagation through the wires and TSN bridges processing 
time are included in Φ variable described previously. 

It shall be noted that the QNA methodology is an approximation method that generalizes the ideas of 
independence and product-form solutions to general systems. Then, the experimental validation of the 
model is of utmost importance as otherwise its validity is questionable. In [21], the QNA method is 
experimentally validated for predicting the E2E response time of softwarised network services. Furthermore, 
that work also demonstrates the usefulness of the QNA method to perform the dynamic resource 
provisioning of SNSs while ensuring a maximum E2E response time [21] .  

Table 3-2 Primary Notation Used in the E2E Model for Assessing the Mean Response Time of 5G-CLARITY Slices 

Notation Description 

𝐾𝐾 Number of queues in the model 

𝑃𝑃 The steady-state transition probability matrix 

𝑘𝑘, 𝑖𝑖 Network nodes indexes 

𝑝𝑝𝑘𝑘𝑘𝑘  The probability of a packet leaving a node 𝑘𝑘 to node 𝑖𝑖 
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𝑝𝑝0𝑘𝑘  The probability that a packet leaves the network at queue 𝑘𝑘 

𝜆𝜆0𝑘𝑘 Mean arrival rate of the external arrival process at queue 𝑘𝑘 

𝑐𝑐0𝑘𝑘2  SCV of the inter-arrival packet times for the external arrival process at queue 𝑘𝑘 

𝜇𝜇𝑘𝑘 Mean service rate of each server at queue 𝑘𝑘 

𝑐𝑐𝑠𝑠𝑠𝑠2  SCV of the service time at queue 𝑘𝑘 

𝜆𝜆𝑘𝑘  Aggregated arrival rate at queue 𝑘𝑘 

𝑐𝑐𝑎𝑎𝑎𝑎2  SCV of the inter-arrival packet times at queue 𝑘𝑘 

𝑚𝑚𝑘𝑘 Number of servers at queue 𝑘𝑘 

𝑎𝑎𝑘𝑘, 𝑏𝑏𝑖𝑖𝑖𝑖  Coefficients of the set of linear equations to estimate the SCV of the inter-arrival 
packet times at each queue 𝑘𝑘 

𝜔𝜔𝑘𝑘,𝑥𝑥𝑖𝑖, 𝛾𝛾𝑘𝑘 Auxiliary variables to compute 𝑎𝑎𝑘𝑘  and 𝑏𝑏𝑖𝑖𝑖𝑖  

𝑞𝑞0𝑘𝑘 The proportion of arrivals to node 𝑘𝑘 from its external arrival process 

𝑞𝑞𝑖𝑖𝑖𝑖  The proportion of arrivals to node 𝑘𝑘 from node 𝑖𝑖 
 

 

Figure 3-16 Queuing model of the DL of a 5G-CLARITY URLLC slice 

Figure 3-16 shows the queueing model of a URLLC slice DL. Without loss of generality, the figure includes 
only the main bottlenecks and the rest of delay components are considered deterministic/constant (e.g., 
processing delay of each TSN bridge, propagation delay at every link, processing delay of the L1-L4 protocol 
stack in the VNFs...). There is only one instance for each VNF (e.g., UPF and gNB-CU) and two small cells (gNB-
DU + gNB-RU + radio interface). The queuing servers at the VNFs, gNB-DU, and gNB-RU stand for processing 
units (e.g., physical CPU cores) and the respective processes or threads running the tasks associated with a 
packets processing in parallel. For instance, the service time of every queuing server at the UPF queuing node 
stands for the processing time required by a processing unit/thread to run the tasks associated with a single 
packet processing, which is ultimately given by the total number of instructions to be executed and the 
processor computing power. The radio interface is modelled as a multi-server with a finite queue, where 
each queuing server represents a PRB whose service time is a time slot duration. Observe that there might 
be packet losses at the radio interface. For the asynchronous TSN transport network, there is a bottleneck 
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(queuing node) at each TSN bridge output port that handles the frames of a given link. Each TSN bridge port 
is modelled as a non-pre-emptive multi-priority queuing node, where the server stands for the link packet 
transmission process whose service time is given by the nominal transmission capacity of the link. The only 
external packet arrival process to the URLLC slice DL is at the UPF and the packets leave the queuing network 
right after they are transmitted through the radio interface. 

 Modelling advantages of multi-WAT  

In order to evaluate the Wi-Fi capacity to accommodate eMBB traffic from 5G, which is one of the primary 
advantages of using multi-WAT as proposed in 5G-CLARITY, RAN simulations are carried out. The relevant 
RAN simulator includes the analytical performance models described in previous sections, modelling 
different network functional elements. The specific performance metrics modelled include the throughput 
achieved by eMBB users in Wi-Fi and 5G, and the packet loss ratio suffered by URLLC slices in NR-Uu interface 
(Sections 3.1.1.3, 3.1.2.6, 3.1.2.7). We consider a multi-WAT scenario in which 5G NR and Wi-Fi technologies 
coexist, and two different services (e.g., eMBB and URLLC) are provided through different slices. Using the 
abovementioned simulator, we evaluate the offloading Wi-Fi capacity of eMBB users in terms of bandwidth 
released from 5G technology.  

To do so, given a distribution of users in the scenario under consideration, the simulator estimates the Signal 
to Interference Noise Ratio (SINR) experienced by each user considering standard propagation models. Then, 
we estimate the bandwidth required by each eMBB user. The bandwidth required by each user depends on 
the estimated SINR and its particular traffic characteristics. Then, the slice aggregated bandwidth is 
computed as the sum of the bandwidth required by all the eMBB users that belong to the same slice. 

More precisely, given the assumed scenario layout of a private industrial network (see Figure 5-3) we 
consider different number of UEs, in order to measure the bandwidth released from 5G for different 
workloads.  The eMBB users’ locations are randomly generated following a uniform distribution to sample 
the SINR they experience. In addition, it is worth saying that we generate a sufficient number of samples to 
ensure statistical stability in the results.  

To estimate the bandwidth freed up from 5G technology, we proceed as follows: 

As illustrated in the diagram depicted in Figure 3-17, first we determine the users that can be served through 
5G technology in a realistic way, so that the SINR perceived by these users is above a certain minimum 
threshold that ensures an acceptable quality of service. Also, we take into account the maximum bandwidth 
available at every gNB. In other words, the bandwidth demand of the users attached at a given gNB does not 
exceed its available bandwidth. The users located far from the gNBs will be considered as outlier samples. 
Then, we iteratively check the gNB in which a given UE is attached to in order to compute the bandwidth 
consumed by each of the considered UEs. Next, we look for the best candidate Wi-Fi AP among the ones 
deployed on the scenario (i.e., it is the one that offers the highest SINR given the position of the UE). If the 
SINR is greater than a defined minimum threshold and the Wi-Fi AP has enough capacity to accommodate 
the UE under consideration, this UE will be offloaded to Wi-Fi technology. 

The propagation model used to compute the path losses for the SINR computation for both technologies 5G 
and Wi-Fi is Indoor Hotspot [6]. The specification of the most relevant simulation parameters is included in 
Table 5-1. 
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Figure 3-17 Wi-Fi offloading procedure description 

 Modelling of multi-WAT RAN for network resilience  

An additional benefit to be taken into account during the operation of multi-WAT network is resilience. To 
ensure resilience, the Markov chain model shown in Figure 3-18 can be extended to cover the case of failure 
of gNB, LiFi or Wi-Fi APs. The key idea behind the proposed protection scheme is that in case of failure of an 
AP, services are redirected to the remaining operational APs. The overall process is modelled through the 
Markov Chain shown in Figure 3-18. As previously described, under normal operational conditions users are 
served by all APs. However, in case of failure of Wi-Fi, LiFi or gNB APs demands are served by the other APs. 
For example, assuming that the system is in state (𝑖𝑖, 𝑗𝑗,𝑘𝑘), in case of gNB failure the 𝑖𝑖 service flows of the gNB 
AP will be redirected to the Wi-Fi AP and the new state of the system will be (0, 𝑗𝑗, 𝑘𝑘 + 𝑖𝑖). Similarly, in case 
of failure of LiFi the new state of the system will be (𝑖𝑖 + 𝑗𝑗, 0,𝑘𝑘). The failed AP can be either repaired after a 
predefined interval or remain out of operation. In case of failure of another AP, all demands will be served 
by a single access technology. Finally, an immediate repair is scheduled in case of failure of all APs.  
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Figure 3-18 Repair/failure transition states of the on-board multi-technology access network comprising gNB/Wi-
Fi/LiFi 

 Control Plane modelling   

The present section focuses on the modelling and evaluation of the basic control and data plane procedures 
that are instantiated to provide the end-to-end services. To model the associated processes the analysis 
combines measurements from an experimental platform that has been deployed to support the envisioned 
use case as well as theoretical modelling tools.  In this preliminary study, the radio access network is based 
on UERANSIM which will be replaced in the upcoming studies by ORAN. For the 5GC, both a 5G non-
standalone (NSA) as well as a standalone (SA) version has been hosted in a cloud environment based on 
OpenStack.  

 

Figure 3-19  5G NSA architecture 
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 5G non-standalone  

We initially build a model to analyse the performance of a 5G NSA system in terms of service deployment 
times using measurements collected from an actual experimentation system. To achieve this, a 5G platform 
has been deployed providing slices supporting the use cases described in Section 4. The NSA version of the 
OpenAir Interface (OAI) platform has been deployed at IASA’s/National and Kapodistrian University of 
Athens’ (NKUA) private cloud facilities as shown in Figure 3-19. We initially evaluate the time needed for the 
association of a UE with the core.  

During the experimental process it was observed that the UE initially accepts the configuration provided by 
the eNB which means that the RRC and X2AP are validated. There is also a successful random-access process 
that interprets that PRACH has been decoded correctly in gNB and the UE receives and decodes correctly 
msg2 (NR PDCCH Format 1_0 and NR PDSCH). Msg3 is transmitted to the gNB according to the configuration 
sent to msg2 and received correctly in gNB. It also successfully switches user-level traffic from the 4G cell to 
5G (E-RAB modification message) where it is confirmed by S1AP. 

In terms of DL traffic, the PDCCH DCI format 1_1 and the corresponding PDSCH are decoded from the 
telephone and ACK/NACK signals (PUCCH format 0) are received on the gNB. 

Finally, the UL / DL traffic is done with validated HARQ (ping, iperf) procedures. It is worth noting that the 
maximum data traffic valid for the DL is 3Mbps while for the uplink 1Mbps as it is a 5G NSA test platform 
although some packet losses may still occur even in ideal channel conditions. 

Figure 3-20 shows a snapshot of packet traces as exported by Wireshark capturing the backbone traffic. The 
process is initiated by interconnecting the MME and HSS entities supported by the TCP protocol and 
Diameter. Diameter is an authentication, authorization and counting protocol for computer networks. After 
the handshake is achieved, it is time to activate the Sx interface where it connects the SPGWC and SPGWU 
via the Packet Forwarding Control Protocol (PFCP) introduced in CUPS to interfacing the control plane with 
the user plane, as seen in the packets numbering 8 and 9. Then (packets from 10 to 17) through the SCTP 
protocol, the core network communicates with the external networks, which in this case is the access 
network.  

 

Figure 3-20 5G NSA packet traces 
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Figure 3-21 5G NSA core network analyse packets-attaching UE in the network 

Typically, the distinguish the handshake of the SCTP protocol and how it differs from the TCP handshake can 
be distinguished. Regarding packets from 18 to 25 in the Wireshark analysis we notice that the PFCP protocol 
is in the heartbeat protocol process. 

A heartbeat protocol is generally used to negotiate and monitor the availability of a resource, such as a 
floating IP address. Usually when a heartbeat starts on a machine, it will perform a selection process with 
other machines on the heartbeat network to determine which machine, if any, owns the resource. Thus, 
there will be switching so that the SPGWU can freely use the system resources to move the packet, giving 
substance to what we have referred to as the separation of control and data planes. In packet 26 we have 
the first NAS signal where a device requests input to the core network and PDN connectivity. The PDN 
connection procedure is used by the UE to request the setting of a default EPS carrier on a PDN. The EU 
requests connectivity to a PDN by sending a PDN CONNECTIVITY REQUEST message to the network. The core 
network authenticates the UE by cross-referencing SIM card information with information entered into the 
core network database with the help of the HSS entity as it works with the MME entity. Swapping 
certification messages and security between the two networks (core and access) is perceived in packets 31 
to 38. 

In LTE, GTPS (GPRS Tunnelling Protocol) tunnels are used between two nodes that communicate via a GTP-
based interface to separate traffic into different communication streams. A GTP tunnel is identified at each 
node by a TEID (Tunnel Endpoint Identifier), an IP address, and a UDP port number.  

The receiving side of a GTP tunnel locally assigns the TEID value to be used by the transmission side. GTPv2 
includes an updated control plane that allows the transmission of control messages between MME, S-GW, 
PDN GW, etc. Thus, packets 39 to 44 activate the GTPv2 protocol for the S11, S5 / S8 and SX interfaces as 
shown in the adjacent diagram. 

Finally, the attachment of the UE is completed with package 49, activating the access to the EPS vector, 
where through the bearers and through the GTPv2 protocol streams are created serve both signalling and 
packet handling.  As we can see, the successful connection of a device is created after 19,738 seconds and 
with a total number of 48 packets. 

 5G standalone  

The performance of the proposed use cases is also evaluated using a standalone version of the core functions. 
The implementation of the standalone system is based on the architecture shown in Figure 3-22 where the 
NRF, AMF and SMF functions are used for the control plane and the UPF function for the user plane.  
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Figure 3-22 5G SA architecture 

The system has been deployed in a containerized environment and monitored through “tShark”, i.e., a CLI 
version of Wireshark. This process helps us to monitor packet exchange within the core network of the 5G 
SA system. An overview of the network and the addresses received assigned to the various 5G elements is 
shown in Table 3-3.  

The scenario under investigation sets up an infrastructure slice interconnecting the UE with an external MEC 
node (referred to as External Data Network – EXT-DN). To set this connection, a set of messages are initially 
exchanged between the smf, nrf and upf as shown in Figure 3-23. Specifically, in this message it is shown 
that the SMF sends a POST message to the NRF to record entry/ deletion events as shown in packet 13. Then, 
the SMF and the SPGWU is registered to the NRF (PUT requests in packet 23 and packet 35, respectively). In 
packet 40 a POST request is received and the NRF informs the SMF about the registration of the SPGWU. The 
request and the response for the SPGWU PFCP is shown in packages 42 and 46.  

As shown in Figure 3-24, a TCP connection is initially established between the SPGWU and the NRF. Then, 
using the Heartbeat protocol, connectivity between SPGWU and SMF is verified. This is implemented through 
an ARP protocol that is corresponded to the MAC addresses of the interfaces with the IP addresses (class C) 
of the network (packet 13). The SCTP protocol is initialized, then a set of messages is exchanged between 
packets 16 and 23 implementing a handshake process using a four-way message exchange to enhance 
security. SCTP is responsible for connecting to the kernel network and specifically to the AMF function. 

Table 3-3 System Configuration  

CONTAINER IP-ADDRESS DESCRIPTION 
Mysql 192.168.70.131 Data Base 
AMF 192.168.70.132 Amf entity 
SMF 192.168.70.133 Smf entity 
NRF 192.168.70.130 Nrf entity 

SPGWU 192.168.70.134 Has a UPF role entity 
EXT-DN 192.168.70.135 External network for testing 
HOST 192.168.70.129 Containers host machine 

 

 

Figure 3-23  Message communication between smf, nrf and upf 
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Figure 3-24 5G SA core network packets-initial connection  

After the core network receives user data, it contacts the database to verify its subscription. Therefore, 
through the TCP protocols the connection is established and with the MySQL protocol (package 29) the two 
parties communicate, i.e., the server that is the container that implements the database and the client that 
requests access to the data and in this case is the AMF entity. 

As data retrieval from the database must comply with all security requirements, 3GPP has introduced the 
TLS protocol in the 5G specification. Therefore, 5G kernel functions support innovative security protocols 
such as TLS 1.2 and 1.3 to protect communication at the transport level and the OAuth 2.0 framework at the 
application level to ensure that only authorized network functions are accessed, a service that offered by 
another function. The function of the TLSv1.2 protocol is shown in the communication between the database 
and the AMF, from package 33 onwards where the connection achieved and with the necessary encryption, 
and the access to the data is given. 

From package 49, the connection to the access network and therefore to the user device starts, by sending 
Selective Acknowledgment (SACK) packets. SCTP applications submit data for transmission in messages 
(bytes groups) at the SCTP transfer level.  

  
Figure 3-25 5G SA core network packets-registration an external network 
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Figure 3-26 5G SA core network packets-connection with the external network 

 

 

Figure 3-27 Communication with NAS message  

SCTP places control messages and information into separate chunks, each identified by a track header. The 
protocol can fragment a message into multiple pieces of data, but each piece of data contains data from a 
single user message. SCTP groups tracks into SCTP packets. 

• PDU session Establishment  
Once a connection between AMF and database has been reached, the user device communicates with NAS 
messages with the core network. Thus, we have an AMF and UE messages for direct certification through 
the NAS protocol and especially in the case of a 5GSM protocol to manage PDU and QoS sessions for the user 
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plane. From the packet 59 and then, NRF can be communicated with SMF. SMF receives UE subscription data 
(usually from UDM and PCF) and formulates a PFCP (Packet Forward Control Packet) installation request to 
schedule UPF to create a session management environment (ie, PDU Session) for UE. 

Figure 3-28 shows that SMF uses PFCP via the N4 interface to create a session management (SM) element 
over UPF for the UE PDU Session. The PFCP Session Establishment Request Message Pack includes the 
Information Elements (IEs) to Sort UE, Tail, Programming and mapping/monitoring. After deployment the 
SM context environment in UPF, a similar session environment must also be deploying at gNB and UE 
respectively to configure the UE PDU Session and the default QoS Flow (i.e., one end-to-end PDU Session, 
from UE, gNB to UPF). So it must also contain the messages N1 and N2 to set the SM frames for the UE and 
gNB respectively. Figure 3-29shows the N2 message from SMF to AMF with AMF formulating the QoS profile 
in gNB. From packets analysis, it is obvious that the SMF advises the gNB through the interface N2 HTTP1.1 
with all the necessary QoS information elements for the installation of the UE PDU session. This is designed 
to give the gNB an independent QoS decision to set up wireless transmission to extend the UE N3 GTP-U 
tunnel to the gNB. This separation of QoS control between access and core networks allows the 5GC to 
support different wired and wireless access networks with very different QoS capabilities and features. 

In Figure 3-29 it is observed that UL and DL UE-AMBR (aggregate maximum bit-rate) are 20Mbps and 22Mbps. 
That is, gNB reduces any AMBR traffic other than GBR for UE above 20Mbps UL, and 22Mbps DL. An in-depth 
analysis of the packages reveals further information such as in which IP is GTP-Tunnel in UPF, as well as GTP-
TEID for UE. This information is important for gNB to promote UL UE traffic to UPF for data network (DN). 
There is also QFI information that recognizes the default QoS Flow from UE to DN. Additionally describes the 
QoS attribute (e.g. best effort without GBR) of the default QoS stream in the UE’s PDU session.  

  
Figure 3-28 SMF to UPF-PFCP session establishment 
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 Figure 3-29 N2 message from SMF to AMF for the gNB 

There is additional information for the selection of Network Slicing, followed by an integer that numbers the 
packet.  

Following the above, the UE can now send its first UL packet to the DN because: 

• UE has a default QoS stream to match the UL traffic in DRB (Data Radio Bearer) specified by QFI to 
gNB,  

• The gNB knows the IP address of the UPF and the TEID of the UE from the Service/Slice Template  
message to forward the UL traffic to the UPF and DN.  

When connecting, we used the ping terminal tool that sends ICMP Echo Request messages to another 
terminal or computer in general, to confirm the existence, connection, and time it takes for the message to 
reach that computer.  

  
Figure 3-30 Using ping tool for connection validation 



D2.3 – Preliminary System Architecture Evaluation  

54 
 

 

 

5G-CLARITY [H2020-871428] 

 

Figure 3-31 States of the PDU session establishment process  

From package 124 onwards, the GTP protocol undertakes the data handling. GTP-U uses a tunneling 
mechanism to transmit user data traffic and traverses UDP or ICMP transport as appropriate and is identified 
and recognized at each node with an IP address and corresponding port. 

In 5GS, GTP-U has been reused to transfer UP data via N3 and N9 (and N4) interfaces, since, as mentioned 
before, tunnel ID management and other controls used HTTP1.1 and NGAP. 

GTP-U tunnels are deployed by providing GTP-U TEIDs and IP addresses between (R)AN and SMF. This signal 
is transmitted by HTTP1.1 between SMF and AMF and by NGAP between AMF and (R)AN. Therefore, there 
is no use of GTP-C in 5GC to manage GTP-U tunnels. Finally, we observe that a path is used for the GTP <ICMP> 
and GTP <UDP> tunnels with the TEID in the GTP-U header indicating to which tunnel a particular payload 
belongs each time. 

Once the individual procedures of the control plane processes have been determined, the performance of 
the overall system can be modeled using Petri Nets. An example for the PDU session establishment process 
is given in Figure 3-31.  

 User Plane modelling  

We consider a converged wired/wired infrastructure hosting specific 3GPP slices as shown in Figure 3-32 [1]. 
Each 3GPP slice can be modelled as a network of queues. In order to mathematically formulate this network, 
the Physical Infrastructure (PI) is modeled as an open queuing network, in which its node 𝑛𝑛 ∈ 𝒩𝒩𝑝𝑝 has 𝑚𝑚𝑛𝑛 
service modules (in the wireless access domain, 𝑚𝑚𝑛𝑛  corresponds to the number of input queues at an 
eNodeB, while in the optical domain it corresponds to the number of receiver/transmitter queues in the 
edge node) with service rate 𝜇𝜇𝑛𝑛. Due to the uncertainties introduced in these environments, we consider 
the general case where the inter-arrival times of the demands are not necessarily exponentially distributed. 
Assuming that: 

• the external arrival process of the demands is any renewal process with mean inter-arrival time 1/𝜆𝜆𝑖𝑖 
and coefficient of variation 𝜎𝜎𝛢𝛢𝛢𝛢. Both parameters are estimated based on the Autoregressive moving 
average model,    

PDU Session 
Inactive 

PDU Session 
Inactive 

PDU Session 
Modification 

Pending 

PDU Session 
Inactive 
Pending 

PDU Session Modification  

Reject 

PDU Session  

Establishment  
Reject 

PDU Session Release  

Complete 

PDU Session Establishment/ 

modification Accept /Reject 

PDU Session Release 

Reject 

PDU Session Modification Reject 

PDU Session Establishment Accept  

 



D2.3 – Preliminary System Architecture Evaluation  

55 
 

 

 

5G-CLARITY [H2020-871428] 

 
Figure 3-32  Example of a physical network topology  
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Figure 3-33 Toy Prediction of the network traffic and mapping of the requested service slice resources onto the 

multi-queuing model of the converged architecture presented in Figure 3-32  

 

• the service times at the 𝑛𝑛th node of the physical infrastructure can follow any distribution with mean 
service time 1

𝜇𝜇𝑛𝑛
 and coefficient of variation 𝜎𝜎𝐵𝐵𝐵𝐵 and, 

• the demands are served according to the FIFO policy.  
A closed form approximation for the end-to-end delay for the services that are provided by each virtual 
infrastructure (𝑉𝑉𝑉𝑉) can be extracted after applying the method of decomposition [32][33][34].  

This method is based on the following steps [33] : 
1. The arrival rate, 𝜆𝜆𝑛𝑛𝑛𝑛, and the utilization, 𝜌𝜌𝑛𝑛𝑛𝑛, for the demands of 𝑉𝑉𝑉𝑉𝑖𝑖 at the 𝑛𝑛th node of the PI are 
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calculated 
2. Once the 𝜆𝜆𝑛𝑛𝑛𝑛, 𝜌𝜌𝑛𝑛𝑛𝑛 have been determined, the coefficient of variation of the interarrival times at each 

node 𝑛𝑛, namely 𝜎𝜎𝛢𝛢𝛢𝛢𝛢𝛢, using an iterative process that consists of three phases: 
a. Merging Phase: Traffic requests that arrive at each node are merged into a single arrival process.  

 
𝜎𝜎𝛢𝛢𝛢𝛢𝛢𝛢 and 𝜆𝜆𝑛𝑛𝑛𝑛 can be estimated using a plethora of approximation formulas. In the present work, 
the Decomposition of Pujolle [33]has been adopted.  

b. Flow Phase: The coefficient of variation for the inter-departure times at each node are estimated 
using as input the coefficient of variation of the interarrival times 𝜎𝜎𝛢𝛢𝛢𝛢𝛢𝛢 as well as the coefficient 
of variation for the service times.  

c. Splitting Phase: In this phase, the served demands are forwarded to the subsequent nodes for 
processing.  

3. In the final step, using as input the parameters 𝜎𝜎𝛢𝛢𝛢𝛢𝛢𝛢  and 𝜆𝜆𝑛𝑛𝑛𝑛 ,  the mean queue length and, 
consequently, the average waiting time per node can be evaluated using the well-known formulas 

for 
𝐺𝐺𝐺𝐺
𝐺𝐺
𝑚𝑚

 e.g. [33]: 

𝑊𝑊�𝑛𝑛𝑛𝑛 =

𝑃𝑃𝑚𝑚𝑛𝑛𝑛𝑛
𝜇𝜇𝑛𝑛𝑛𝑛

1− 𝜌𝜌𝑛𝑛𝑛𝑛
𝜎𝜎𝛢𝛢𝛢𝛢𝛢𝛢2 + 𝜎𝜎𝐵𝐵𝐵𝐵𝐵𝐵2

2𝑚𝑚𝑛𝑛𝑛𝑛
 

where  

𝑃𝑃𝑚𝑚𝑛𝑛𝑛𝑛 =
(𝑚𝑚𝑛𝑛𝑛𝑛𝜌𝜌𝑛𝑛𝑛𝑛)𝑚𝑚𝑛𝑛𝑛𝑛

𝑚𝑚𝑛𝑛𝑛𝑛! (1 − 𝜌𝜌𝑛𝑛𝑛𝑛)
𝜋𝜋0 

 
Based on these results, end to end latency and throughput can be derived. The relevant analysis can be 
conducted under various network settings with emphasis on resilience and mobility management. To handle 
resilience, architectures offering 1:1 protection for the RAN and the transport can be considered.  

 

Figure 3-34 Example scenario for E2E redundant User Plane paths using dual connectivity  
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Figure 3-34 illustrates an example user plane resource configuration of dual PDU sessions when redundancy 
is applied. One PDU Session spans from the UE via gNB to the master UPF1 acting as the PDU Session Anchor, 
and the other PDU Session spans from the UE via Secondary Non-3GPP access to a secondary UPF2 acting as 
the PDU Session Anchor.  

Based on these two PDU Sessions, two independent user plane paths are set up. Master and secondary UPFs 
connect to the same DN, even though the traffic via the two UPFs may be routed via different user plane 
nodes within the DN. The E2E analysis will be carried out under different availability levels with the objective 
to determine the tradeoffs between resource efficiency and availability. 

For this case, the emphasis will be given on the evaluation of the ATSSS feature of 5G-CLARITY. The ATSSS 
feature enables a multi-access PDU Connectivity Service, which can exchange PDUs between the UE and a 
data network by simultaneously using one 3GPP access network and one non-3GPP access network and two 
independent N3/N9 tunnels between the PSA and RAN/AN. The multi-access PDU Connectivity Service is 
realized by establishing a multi-access PDU (MA PDU) Session, i.e., a PDU Session that may have user-plane 
resources on two access networks. 

The UE may request a MA PDU Session when the UE is registered via both 3GPP and non-3GPP accesses, or 
when the UE is registered via one access only. After the establishment of a MA PDU Session, and when there 
are user-plane resources on both access networks, the UE applies network-provided policy (i.e., ATSSS rules) 
and considers local conditions (such as network interface availability, signal loss conditions, user preferences, 
etc.) for deciding how to distribute the uplink traffic across the two access networks.   

Similarly, the UPF anchor of the MA PDU Session applies network-provided policy (i.e., N4 rules) and 
feedback information received from the UE via the user-plane (such as access network Unavailability or 
Availability) for deciding how to distribute the DL traffic across the two N3/N9 tunnels and two access 
networks. When there are user-plane resources on only one access network, the UE applies the ATSSS rules 
and considers local conditions for triggering the establishment or activation of the user plane resources over 
another access. 

 
Figure 3-35 Example of non-roaming and roaming with local breakout architecture for ATSSS support  
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Untrusted 
Non-3GPP AccessUE N3IWF AMF SMF UPF PCFRAN

2. PDU session establishment procedure in clause 4.3.2.2.1

1. Registration via 3GPP access

3. Release of non-3GPP access resources using clause 4.12.7 steps 4 to 7, and 
clause 4.3.4.2 step 7a

 

Figure 3-36 Handover of a PDU Session procedure from untrusted non-3GPP access to 3GPP access (non-roaming 
and roaming with local breakout) 
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Figure 3-37  Network of queues for the hybrid 3gpp-non-3gpp system 

In addition to this option, the 5G-CLARITY system architecture will be evaluated under other protection 
schemes using redundant transmission on N3/N9 interfaces. The second set of evaluation results will be 
focused mobility management considering the 5G system architecture shown in Figure 3-35. 

The set of results will evaluate the 5G-CLARITY system architecture in terms of E2E delay and throughput 
under mobility. In this case, handovers between 3GPP and untrusted non-3GPP access should be performed. 
The exact process described in Figure 3-36 is modelled as a stochastic process where during handover a set 
of PDU session establishment and resource release processes are instantiated.  

The components involved in the handover processes are modeled as a network of queues (see Figure 3-37) 
where at each interface a specific traffic pattern (arrival/service process) is generated.  

 Modelling of the SDN controller northbound interface 

The SDN applications view the state of resources in the data plane of HetNet shown in  Figure 3-2  through 
the northbound interface of the control plane. They offer services via the centralized SDN controller by 
requesting to set up their forwarding rules in the data plane APs through the southbound Open-Flow 
protocol. However, the applications may renege on accessing the data plane, because of resource 
unavailability or controller processing capacity constraint. This reneging process influences the performance 
of network services provided throughout the HetNet data plane.  Based on the HetNet system model shown 
in  Figure 3-2, the SDN applications generate requests following a Poisson process with arrival rate, 𝜆𝜆𝑛𝑛 . The 
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M/M/1 queuing model describes the packets buffering and processing at the northbound interface of the 
controller. The M/M/1 retrial queueing system model with geometric loss and feedback [42] is adopted to 
model the requests processing for data plane access through the northbound interface, as shown in Figure 
3-2. The state of the SDN-enabled HetNet is described by a pair   �𝜁𝜁(𝑡𝑡),𝑁𝑁(𝑡𝑡)� , where  𝜁𝜁(𝑡𝑡) denotes the 
number of busy controllers and 𝑁𝑁(𝑡𝑡) denotes the number of requests in the retrial buffer at time  𝑡𝑡. A 

stochastic process ��𝜁𝜁(𝑡𝑡),𝑁𝑁(𝑡𝑡)�: 𝑡𝑡 ≥ 0�  is formed as a time-homogeneous Markov process with a state 

space (𝜁𝜁,𝑁𝑁) as a limiting variable of  �𝜁𝜁(𝑡𝑡),𝑁𝑁(𝑡𝑡)�. When the controller receives a small number of requests 
from the network applications to access the data plane, the average queue length of the controller is given 
as follows [39][42]: 

  

𝐸𝐸(𝑁𝑁: ζ = 0) = 𝐶𝐶  α(λ𝑐𝑐+𝑣𝑣)+βμ𝑐𝑐
𝑣𝑣

 𝐹𝐹 �α(λ𝑐𝑐+2𝑣𝑣)+βμ𝑐𝑐
α𝑣𝑣

; α(λ𝑐𝑐+𝑣𝑣)+βμ𝑐𝑐
α𝑣𝑣

; αλ𝑐𝑐
α𝑣𝑣
�     

−α𝐹𝐹 �α(λ𝑐𝑐+𝑣𝑣)+βμ𝑐𝑐
α𝑣𝑣

; α(λ𝑐𝑐+𝑣𝑣)+βμ𝑐𝑐
α𝑣𝑣

; αλ𝑐𝑐
α𝑣𝑣
�  

−αλ𝑐𝑐(λ𝑐𝑐+𝑣𝑣)+βλ𝑐𝑐μ𝑐𝑐
𝑣𝑣�α(λ𝑐𝑐+𝑣𝑣)+μ𝑐𝑐β�

  

𝑭𝑭�𝛂𝛂(𝛌𝛌𝒄𝒄+𝟐𝟐𝟐𝟐)+𝛃𝛃𝛍𝛍𝒄𝒄
𝛂𝛂𝒗𝒗

; 𝛂𝛂(𝛌𝛌𝒄𝒄+𝟐𝟐𝟐𝟐)+𝛃𝛃𝛍𝛍𝒄𝒄
𝛂𝛂𝒗𝒗

; 𝛂𝛂𝛌𝛌𝒄𝒄
𝛂𝛂𝒗𝒗
�        (3) 

where 𝐹𝐹(𝑎𝑎;𝑏𝑏;𝑤𝑤) is the Kummer's function; and 𝐶𝐶 is a normalizing constant given by [39][42]:  

𝑪𝑪 = �
𝛍𝛍𝒄𝒄𝛃𝛃+𝛌𝛌𝒄𝒄𝛂𝛂

𝛌𝛌𝒄𝒄
𝑭𝑭 �𝛂𝛂(𝛌𝛌𝒄𝒄+𝒗𝒗)+𝛃𝛃𝛍𝛍𝒄𝒄

𝛂𝛂𝒗𝒗
;
𝛌𝛌𝒄𝒄𝛂𝛂+𝛍𝛍𝒄𝒄𝛃𝛃

𝛂𝛂𝒗𝒗
; 𝛂𝛂𝛌𝛌𝒄𝒄
𝛂𝛂𝒗𝒗
��

−𝟏𝟏

    (4) 

 
However, when the number of requests generated from the SDN applications increases, the controller may 
become busy on its northbound and southbound interfaces. In this case, the average queue length of the 
northbound interface is expressed as follows [39][42]: 

𝑬𝑬(𝑵𝑵: 𝛇𝛇 = 𝟏𝟏) = 𝑪𝑪 ⋅ 𝛂𝛂𝛌𝛌𝒄𝒄(𝛌𝛌𝒄𝒄+𝒗𝒗)+𝛃𝛃𝛌𝛌𝒄𝒄𝛍𝛍𝒄𝒄
�𝛂𝛂𝒗𝒗(𝛌𝛌𝒄𝒄+𝒗𝒗)+𝛍𝛍𝒄𝒄𝛃𝛃𝒗𝒗�

𝑭𝑭 �𝛂𝛂(𝛌𝛌𝒄𝒄+𝟐𝟐𝟐𝟐)+𝛃𝛃𝛍𝛍𝒄𝒄
𝛂𝛂𝒗𝒗

; 𝛂𝛂(𝛌𝛌𝒄𝒄+𝟐𝟐𝟐𝟐)+𝛃𝛃𝛍𝛍𝒄𝒄
𝛂𝛂𝒗𝒗

; 𝛂𝛂𝛌𝛌𝒄𝒄
𝛂𝛂𝒗𝒗
�        (5) 

When the SDN controller runs beyond its capacity, the network is down or resources in the data plane are 
overbooked, the excess requests generated from the SDN applications are kept in the retrial queue or are 
dropped. In this case, the average length of the retrial queue is expressed as follows [42][39] : 

𝐸𝐸(𝑁𝑁) = 𝐸𝐸(𝑁𝑁: ζ = 0) + 𝐸𝐸(𝑁𝑁: ζ = 1) = 𝐶𝐶 �α(λ𝑐𝑐+𝑣𝑣)+βμ𝑐𝑐
𝑣𝑣

 �  

𝐹𝐹 �α(λ𝑐𝑐+2𝑣𝑣)+βμ𝑐𝑐
α𝑣𝑣

; α(λ𝑐𝑐+2𝑣𝑣)+βμ𝑐𝑐
α𝑣𝑣

; αλ𝑐𝑐
α𝑣𝑣
�  

−𝛂𝛂𝑭𝑭 �𝛂𝛂(𝛌𝛌𝒄𝒄+𝒗𝒗)+𝛃𝛃𝛍𝛍𝒄𝒄
𝛂𝛂𝒗𝒗

; 𝛂𝛂(𝛌𝛌𝒄𝒄+𝒗𝒗)+𝛃𝛃𝛍𝛍𝒄𝒄
𝛂𝛂𝒗𝒗

; 𝛂𝛂𝛌𝛌𝒄𝒄
𝛂𝛂𝒗𝒗
�    (6) 

 
Analytical models have been developed in MATLAB, which evaluate (3), (5) and (6). They give indications 
regarding the relationship among the applications requests, queue length of the northbound interface, 
retrial queue length and controller processing rate. Based on (3), the request retrial probability, 𝛼𝛼, influences 
the retrial queue length more than the re-joining probability, 𝛽𝛽, as shown in Figure 3-38. This is attributed 
to the fact that not all the re-joining requests wait in the retrial queue length. The applications, which are 
allocated resources in the previous round, are quickly served by the controller. Based on (3), the controller 
service rate, 𝜇𝜇𝑐𝑐 , directly influences the retrial queue length. This even grows more rapidly with the increase 
of the requests’ retrial probability, 𝛼𝛼, as shown in Figure 3-39. This also happens when the controller is busy 
or requested resources in the network data plane become unavailable during the access time of applications.  



D2.3 – Preliminary System Architecture Evaluation  

60 
 

 

 

5G-CLARITY [H2020-871428] 

 
Figure 3-38  Average retrial queue length versus 𝜷𝜷 

 

 
Figure 3-39 Average retrial queue length versus 𝜶𝜶 

 

 
Figure 3-40 Average queue length of northbound controller versus 𝝀𝝀𝒏𝒏 
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Figure 3-41 Average retrial queue length versus 𝒗𝒗 

This emphasizes the importance of the controller processing rate and requested resource availability for 
applications to provide reliable services in the HetNet data plane. Based on (6), the retrial and re-joining 
probabilities significantly impact the queue length of the northbound interface, as shown in Figure 3-40.  

When the exponential probability, 𝜈𝜈, of sending requests to the controller increases, it is obvious to see that 
the retrial queue length decreases. However, based on (5) and (6), the queue length of the northbound 
interface still depends on the controller processing rate, retrial, and re-joining probabilities, as shown in 
Figure 3-41. When the re-joining and retrial requests decrease, the average retrial queue length decreases 
as well and vice-versa. This case indicates that the controller can manage the allocation of resources that are 
requested by the different SDN applications. New flow rules can also be set in the APs based on the retrial 
and re-joining probabilities range. 

 Positioning system 

The 5G-CLARITY localization system uses 4 different WATs for UE localization. These include: 

• A sub-6 GHz proprietary localization system supporting DL/UL time difference of arrival (DL/UL-
TDoA), 

• mmWave localization system working in the 60 GHz ISM band and using two-way ranging (TWR), 
• LiFi positioning supporting range-based localization as well as fingerprinting-based localization, 
• Optical camera communication (OCC) – visible light positioning (VLP). 

All of these WATs require installing of APs with known coordinates (called also anchor nodes) in order to 
enable the localization service as well as wireless data communications. Obtaining the optimal positions of 
the APs, as well as testing the system, depending on the 4 above mentioned WATs, requires modelling of 
each of this system separately. This is especially important in the initial phase, where not all WATs are 
available for real deployment, or they are not fully functional.  

A simplified localization architecture developed within 5G-CLARITY is shown in Figure 3-42. All of the WATs, 
used for localization are connected to a localization server. The server collects all of the localization relevant 
data from each WAT, in order to perform a position estimate for the given UE. Not all of the WATs shown in 
this figure would be included in the final system. In 5G-CLARITY, a simulation environment for simulating the 
different WAT positioning technologies was developed. Each WAT positioning technology model architecture 
is shown in Figure 3-43. This is a general architecture and it is independent of the underlying WAT. These 
models were developed within 5G-CLARITY and are written in Python. They are used for simulation of the 
positioning technologies and for testing of the localization server. This is especially useful when the WAT  
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Figure 3-42 Simplified localization architecture 

positioning technologies are not available on site. Additionally, they are used for simulations used for 
investigating optimal positions of the APs used for positioning.  

The UE path is the path travelled by the UE of interest. It is supplied to the WAT positioning model as a 
timestamped 2D (or 3D) true positions of the UE. They are usually supplied in a text file. The anchor node 
positions are different for each of the available WATs. Each WAT has its own anchor nodes, placed in different 
positions. These positions are supplied to each WAT positioning model using a separate text file.  

Each positioning technology has its own features and parameters, which must be supplied to the model in 
order to make the model more precise. These parameters include, for example in LiFi/sub-6 GHz/mmWave, 
the transmit power, receiver noise figure (NF), the temperature of the environment, in order to estimate the 
receiver thermal noise etc. All of these parameters are technology-specific and they are specified for each 
technology separately, in a separate text file. They enable tuning of the parameters for each technology, in 
order to find the optimal ones for a given scenario.  

Finally, the positioning technology model shown in Figure 3-43 is supplied with all of these data and 
generates the necessary positioning parameters needed for the localization server in order to estimate the 
position of the UE.  

 

 

Figure 3-43 WAT positioning model 
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Figure 3-44 Positioning technology model 

The positioning technology model details are given in Figure 3-44. In this model, after the position/distance 
or positioning parameter is requested form a localization server, the model first introduces a delay, based 
on the underlying WAT. This delay represents the delay needed by the used WAT to estimate the positioning 
parameters. Further, based on the timestamp, at which the position is requested, the true position of the UE 
is estimated.  

The UE true positions are given with their coordinates and timestamps in a separate file. These positions are 
not given for each possible timestamp. Therefore, the positions between two timestamps are interpolated 
using a liner interpolation. This means that the UE is moving with a constant speed between two positions 
specified in the positions file. A more realistic interpolation model can be also used.  

The interaction between the localization server, the UE and the WAT positioning model is shown in Figure 
3-45. The position request is initiated using the UE or other entity in the network which requires the UE 
position. After the position request is initiated, the localization server contacts each WAT to obtain all of the 
necessary positioning relevant information in order to perform a position estimate. 

 

 
Figure 3-45 Interaction between the localization server and the WAT localization model 
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Figure 3-46 Position estimation simulation scenario 

In Figure 3-46 a simulation scenario is shown. The simulation environment consists of 3 ANs and an UE 
moving along a given path (blue), being consisted of 3 straight lines. Using the WAT simulation model the 
localization server estimates the position of the UE based on the parameters of the used WAT.  

The implementation of the WAT localization models is performed in Python. Each of the WAT positioning 
models are performed as classes containing the methods needed for initialization of the model, as well as 
the methods for obtaining position/range from the WAT model, as well as the other localization relevant 
parameters. The localization server communicates with the objects, created from these classes, using these 
methods. The objects for each WAT access the necessary UE position data as well as the necessary anchor 
node and technology specific data.  

The described modelling framework would enable estimation of different parameters of the positioning 
system, as well as optimization of the system in advance, for a given scenario. For each WAT, the positioning 
error CDF can be estimated separately, as well as the CDF of the positioning error CDF, obtained from the 
localization server by merging the positions obtained from the different WATs. Additionally, different 
configurations and different positions of the APs can be tested in simulation, for a given scenario, in order 
to obtain their optimal position. 

Finally, initial simulation for a sub-6 GHz system was performed in order to test the developed models before 
using them for a real scenario and multiple WATs. The scenario for this simulation is shown in Figure 3-47. 
In area of 10x10 meters, 4 anchor nodes are placed in the corners, marked with black dots. The UE is placed 
in 3 different positions, marked with red dots, and position estimates are performed, marked with blue dots. 
It can be noticed that the blue dots, i.e. estimated positions, are concentrated around the true positions. 
Due to the limited bandwidth and transmit power in this simulation, the estimated positions are widely 
spread around the true positions. 

Additional KPIs can be also estimated using the tools developed. In Figure 3-48, the empirical CDF functions 
of the position error for the 3 simulated UE positions are shown.  
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For the given parameters of the scenario, it can be noticed that they differ slightly. This is normal, since the 
distance from the UE and the anchor points is different in the different positions. In this example, only a 
single technology was simulated, but the tool is not limited to the number of the technologies. For most of 
the RF technologies, the same model is used, only the parameters of the model are changed.  

 

 
Figure 3-47 Simulation scenario  

 

 
Figure 3-48 Empirical CDF of the position estimates for the 3 UE positions used in simulation 
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4 Scenario Description  
This section provides a brief overview of the scenarios that are evaluated in the project including a private 
network supporting the operation of robots and an Industry 4.0 use case in a real factory. For the former 
scenario emphasis is given to the modelling and evaluation of dynamic decision-making algorithms. Special 
attention is given on the problem of MEC and UPF selection for end-to-end latency minimization. The 
Industrial scenario addresses several topics related to traffic offloading of mobile traffic from 3GPP to Wi-Fi 
network, multi-technology access and network selection, slicing for URLLC services and positioning.  

4.1 Scenario 1: enhanced human-robot interaction 
The main objective of the proposed use case is to evaluate the 5G-CLARITY system architecture through 
emulation and analytical modelling of infrastructure slices supporting uRLLC and eMBB services. To achieve 
this, we consider a MEC assisted private 5G network used to interconnect UGVs with onboard sensing devices 
and cameras with the application server hosting the AR/VR content delivery platform, the IoT platform, the 
teleoperation service etc as shown in Figure 4-1. To evaluate the overall architecture, each component will 
be modelled using the analysis described in Section 3.2 whereas the overall analysis will be conducted using 
the modelling tools described in Section 3.3. In the analysis, the UPF/packet gateway will mark the IP flows 
with the appropriate DSCP codes and apply the necessary forwarding rules. Specifically, data from uRLLC-
related flows will be redirected at the local MEC whereas traffic flows with relaxed latency requirements will 
be sent to the central cloud platform. The MEC platform will be able to process the received data and apply 
specific AI schemes that will allow to detect possible anomalies and sent the necessary notifications to the 
devices and the operator. The overall architecture will be evaluated with its ability to co-host different slices. 
This scenario aims at addressing all aspects of AGV communications and services including AGV-to-AGV and 
GV to ground.  
Mobility management: Towards this direction a challenging topic that needs to be addressed is associated 
with service continuity for moving UGVs.  
 

 
Figure 4-1 5G-CLARITY architecture supporting AGV operation  
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The required connectivity will be provided by the integrated 5GNR/Wi-Fi/LiFi network. The relevant network 
infrastructure is shown in Figure 4-1.Two scales of interoperability are required to manage the handover 
seamlessly and maintain the service continuity for UGV: (1) short time-scale (milli-second): at the level of 5G 
network among the neighbouring RAN and 5GC, and (2) long time-scale (second): at the level of 5G services 
across the neighbouring MEC platforms. The first issue will be solved through appropriate network and 
frequency planning to ensure the required level of cell overlapping as well as the tuning of handover 
triggering parameters among the neighbouring cells. The second issue will be addressed through user 
context and service migration among neighbouring MEC platforms. Considering the compatibility of 5G 
networks of different vendors, the only challenge is the appropriate network planning and configuration to 
maintain the service continuity with QoS. As for the 5G services, there are a number of implantation 
challenges to allow seamless transfer of the service and user context between the source and the target MEC 
host that are listed below: 

• Support of application and service mobility among cross-border MEC platforms  
• Synchronization 5GC SMF assignments across different MEC platform as well as service state  

IoT slice: In addition to mobility management, this UC will demonstrate effective handling and decision 
making based on data, massively generated from sensing devices and transmitted over the deployed 5G 
network. The use case will take advantage and demonstrate the benefits of several key technologies adopted 
in 5G-CLARITY, for the establishment of multiple links from sensing devices, 5GNR for transmission of 
collected data and MEC for carrying out data intensive computational and authentication tasks.  The 
following components will be deployed: 

• An open wireless access communication system offering connectivity services for a massive number 
of low-powered sensing devices used for monitoring critical parameters of the UGV such as 
temperature, humidity, vibration, pressure on an end-to-end basis, power consumption, etc.,  

• A data management platform (data lake plus data semantic fabric as defined in 5G-CLARITY D2.2) 
allowing scalable data collection, aggregation and processing of the collected information,  

• A processing platform to facilitate optimal decision making.  
CDN Slice: This scenario will evaluate the dynamic reconfiguration of the communication network in terms 
of slice provisioning/activating and migration towards achieving efficient utilization of resources and (virtual) 
service continuity, complemented by MEC infrastructure capabilities. The use case will use separate slices 
with guarantees over the wireless infrastructure used, prioritizing critical (i.e., teleoperation traffic) over 
non-critical traffic (critical slice) generated by the corresponding CDN server (i.e. AR/VR streaming). The 
infotainment applications will be migrated in a seamless manner to edge-resources across the edge.  
To control and operate the 5G-CLARITY communications platform in a centralized manner, Service and Slice 
Provisioning subsystem (see 5G-CLARITY D2.2 [2]) is defined. This subsystem will be used to manage and 
orchestrate the envisioned services, incorporating MEC-enabled locations, and multi-domain functionality, 
across different network/infrastructure operators. MANO/RIC interactions will be also considered in order 
to evaluate the provisioning time of the optimal infrastructure over the multi-technology network.   

Table 4-1 Scenario 1 Specifications 

Services  
 URLLC:  

• Teleoperation, UGV-to-UGV connectivity 
 eMBB:  

• CDN slice 
mMTC: 

• UGV monitoring data 
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Technical Challenges  

• Integration of 3GPP with non-3GPP devices through the N3IWF  
• UPF processing capabilities 
• FH and BH traffic separation 
• Coordination of RIC with MANO 

Architectural Features  

• Multi-technology access 
• ORAN 5G-RAN with CU-DU separation 
• N3IWF 
• UPF 
• MEC platform  
• Data management platform hosted at the edge cluster 
• AMF/SMF for control  

Configuration / Implementation Setup  

• URLLC Slice #1: uRLLC UGV-RU- Transport- RAN (DU-CU)-UPF -Transport -N3IWF – LIFi/Wi-Fi-UGV 
• mMTC Slice #2: UGV-RAN (DU-CU)-UPF -MEC 
• eMBB Slice: #3: 
• Control information: UGV-AMF-SMF 

4.2 Scenario 2: Wi-Fi offloading in an industrial scenario   
Spectrum is an expensive and scarce resource. This is the reason why the availability of spectrum might be 
an entry barrier for private network owners as it is costly and limited, being not affordable by these private 
operators. On the contrary, the private network owner might sub lease the spectrum to a public operator 
upon stablishing an agreement to reduce the cost, but this is at the expense of losing control as the spectrum 
is managed by the public operator. 

In this regard, the utilization of technologies like Wi-Fi for non-delay sensitive services like eMBB ones will 
be crucial for a private network operator, not only because of the management advantages of using 
unlicensed spectrum, but also because this technology cheapens the deployment costs. 

The objective of this scenario evaluation is to assess the amount of 5G radio resources (licensed spectrum) 
that is released in an industrial scenario when Wi-Fi technology is used.  
 

 
Figure 4-2 Wi-Fi eMBB offloading scenario (right) and baseline scenario without Wi-Fi (left) 
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Table 4-2 Scenario 2 Specifications 

Services  
Typical eMBB services in an industrial scenario (e.g., VR/ AR, video-streaming and mobile broadband access 
required by workers).   
Requirements/KPIs   

• Wi-Fi DL throughput: rate of data successfully delivered over the communication channel between the Wi-
Fi access point and the user. 

• 5G DL throughput: rate of data successfully delivered over the communication channel between the gNB 
and the user. 

Technical Challenges  
• Ability of multi-WAT technology to provide higher data rates and capacity (relative to 5GNR) for eMBB traffic, 

and the integration of multi-WAT with slicing  
Architectural Features  

• Multi-WAT 
• Wi-Fi connectivity  

Configuration / Implementation Setup  

• Wi-Fi APs transmitting at 2.4 GHz. 
• 5G femtocells operating at 3.5 GHz and 100 MHz of bandwidth. 
• Industrial scenario layout including several production lines and the eMBB users randomly located through 

the factory floor. 
 

Considering an industrial scenario similar to the one envisioned in UC2.1, we assume there are several eMBB 
users (e.g., AR-assisted workers) distributed over the geographical area (see Figure 5-3). Part of the eMBB 
users is served through Wi-Fi according to the SINR they perceive and the available Wi-Fi radio resources. 
The bandwidth consumed by eMBB users in this scenario will be compared with a baseline one in which 
there is no Wi-Fi access points deployed. In this way, the 5G radio resources freed up by Wi-Fi technology 
can be estimated for the industrial scenario, and hence indirectly approximate the cost saving associated 
with licensed spectrum acquisition.   

4.3 Scenario 3: 5G-CLARITY slicing for URLLC services in an industrial scenario 
One of the key features of the 5G-CLARITY architecture is an infrastructure-level slicing model to facilitate 
multi-tenancy in 5G non-public networks. 5G-CLARITY slicing concept extends the notion of network slicing 
to offer a higher degree of isolation among the network slices, becoming a highly suitable option for multi-
tenancy support in 5G non-public networks.  In this vein, the primary goal of this evaluation is to verify the 
effectiveness of the 5G-CLARITY architecture and slicing concept to ensure the full isolation among the 
network slices.  

The scenario considered for the evaluation tries to resemble the 5G-CLARITY UC2.1 scenario in BOSCH 
factory, dubbed “Alternative Network to Exchange Production Data” (see Figure 5-3) [54]. In this scenario, 
we evaluate how the malfunctioning of a production line that results in the generation of a non-conformant 
traffic (traffic excess) affects the E2E mean response time of the rest of production lines for two 
configurations: 

• A configuration in which there is a dedicated 5G-CLARITY slice to serve the traffic of each production 
line of the factory floor, thus providing isolation between production lines. Each 5G-CLARITY slice 
includes segregated resources for the different network domains, e.g., wireless, compute, and 
transport quotas, in order to serve the aggregated traffic generated by each production line. 

• A baseline configuration with a single shared 5G-CLARITY slice to serve the aggregated traffic from 
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Table 4-3 Scenario 3 Specifications 

Services  

• Motion control.  
Requirements/KPIs   

• Packet loss ratio at the NR-Uu interface: The fraction of the packets that are lost at the radio interface. The 
target packet loss ratio at the radio interface is 10−4. 

• DL E2E Latency: The time the network takes to transport a packet between the PSA UPF and the UE. The 
target E2E UP maximum delay is 1 ms as specified in 5G-CLARITY project [1]. 

Technical Challenges  
• Ensuring the full Isolation of the  5G-CLARITY slices in an industrial scenario.   

Architectural features   
• Transport node: the two technologies considered in 5G-CLARITY project, namely, standard Ethernet and 

TSN. More precisely, for the latter, asynchronous TSN with non-preemptive traffic prioritization is 
considered. 

• gNB-RU user plane data transmission. 
• gNB-DU user plane data transmission. 
• gNB-CU-UP: 5GNR user plane data transmission. 
• UPF user plane data transmission. 
• 5G-CLARITY slice isolation for the different network domains. 

Configuration / Implementation Setup 

• URLLC traffic generated by each production line served by a 5G-CLARITY slice. Over the 5G-CLARITY slice 
is deployed a 5G system that includes dedicated virtualized UPF and gNB-CU instances to serve the traffic 
generated by the respective production line. There are also isolated radio and transport network resources 
destined for the slice. 

• The upper layers of the virtualized UPF and gNB-CU instances follow a FCFS discipline to serve the packets 
following a run-to-completion strategy. They are instantiated at the edge cluster and have dedicated 
physical CPU cores for this task (CPU pinning).  

• The gNB-DU and the radio unit are deployed as a physical network function (PNF) (small cell) operating at 
3.5 GHz and 100 MHz of bandwidth. 

• The transport network interconnects the 5G components (gNB-DU, gNB-CU and UPF). We consider both 
standard Ethernet and an asynchronous TSN network. The constituent TSN bridges of the TSN network 
include an Asynchronous Traffic Shaper (ATS) at every egress port. Every ATS includes eight priority levels 
and sixteen shaped buffers. The transmission capacity for every link was set to 1 Gbps. 

• The primary delay bottlenecks considered for the DL at each slice are: UPF processing, gNB-CU processing, 
involved TSN bridge transmission at the transport network, gNB-DU processing, gNB-RU processing, and 
radio interface transmission. 

 

all the production lines will be evaluated in order to demonstrate the benefits brought by 5G-CLARITY 
slicing in terms of isolation. 

4.4 Scenario 4: mobility and traffic load management in Wi-Fi/LiFi integrated 
networks  

A Wi-Fi AP can provide signal coverage for light blocked users moving around LiFi APs, while these can 
enhance the data transmission coverage of Wi-Fi APs. Indoor users suffer from low Wi-Fi signal coverage in 
most parts of their local private network (e.g., mall large commercial surfaces or private homes), while 
wireless service providers (WSPs) strive to provide diverse high data rate services and multimedia contents 
wherever their users located in indoor environments. An indoor user may use a LiFi AP to watch high 
definition (HD) Netflix films in his bedroom, while his father runs on move a video skype call at the back end 
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of their garden using the Wi-Fi AP meanwhile his sister plays online games using the LiFi AP or the Wi-Fi AP. 
These indoor users trigger the high-data rate requests for wireless data communications, where the WSPs 
should be able to engineer traffic delivery anywhere in their indoor places by using the integrated network 
shown in Figure 4-3. This keeps the indoor users connected anywhere in their places, while routing traffic to 
them through the LiFi or Wi-Fi AP according to the requested service type, location of indoor users, and 
integrated network conditions.  

The objectives of this scenario are:  

• Supporting vertical handover between LiFi and Wi-Fi wireless technologies with handover times < a 
specific time threshold. 

• Design and validation of a multi-technology coexistence framework for private LiFi and Wi-Fi 
networks.   

• A mobility management plane based on the principles of Software Defined Networking (SDN) for the 
LiFi/Wi-Fi joint networks. 

 
Figure 4-3  SDN-enabled Wi-Fi-LiFi joint networks  

 

Table 4-4 Scenario 4 Specifications 

Services   
It supports two main services: traffic load balancing and aggregation, and user mobility management. Every 
measurement/simulation time interval (MTI), in each cell, the data rate of each user will be measured, and the 
number of users associated with each AP will be counted. Users will generate real and non-real time data traffic flows 
with various short packet sizes and transmission intervals.  The interfaces of both LiFi and Wi-Fi have different queue 
sizes. 
Requirements/KPIs    
User requirements: 

• Keep users connected anywhere in their indoor places. 
• Provide and maintain high quality in provisioned services to indoor users.  

Wireless service provider requirements:  
• Associate users with the AP that can best support their service requests and traffic volume.  
• Provide users regular information about the current traffic volume and number of associated users per AP 

to make them aware of their network and service status.   
KPIs:  

• Blocking probability: the probability of denying a service for a user subject to the data rate or number of 
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users threshold set per AP.  
• Delay (latency): the total average delay of packet experienced along its journey from the multimedia server 

collocated with the controller down to the user.  
• Target cell throughput: the total data rate (throughput) of users associated with an AP over a time window.   
• Target network throughput: the total data rate (throughput) of all users received services from APs over a 

time window.    
Technical Challenges    

• Integrating the SDN controller with the operations of LiFi and Wi-Fi APs using software agents.  
• Developing software agents for association and disassociation of users with APs, particularly disassociating 

those with strong signal strengths and connecting them to another AP providing a sustainable lower signal 
strength.   

• Combining the operations of the different software agents to provide on real-time E2E services.  
Architectural features   

• 5G-CLARITY Building blocks involved in the evaluation and their interconnection.   
• SDN controller  
• Traffic flows routing   
• Traffic packets scheduling  
• Users’ association and dissociation  
• Network monitoring dashboard 

Configuration / Implementation Setup 

Technologies:  
• LiFi and Wi-Fi APs   
• Open Day Light SDN controller 
• Open flow enabled switch  
• LiFi and Wi-Fi enabled user devices 

Specifications:   
• Users and network information (Global state) collection   
• Generic software agents running on the APs  
• Customised OpenDaylight software module  
• Interlinking   software agents  
• Enforcement policies at the SDN controller and the APs 

4.5 Scenario 5: joint synchronisation and localization using multi-wireless access 
technologies  

The 5G-CLARITY network leverages multi-WATs to ensure reliable data communications as well as high 
precision positioning with a good coverage of the area of interest. A total of four different WATs are used 
for positioning in 5G-CLARITY: sub-6 GHz UL/DL-TDoA, mmWave, LiFi, VLP/OCC, as described in Section 3.  

The main scenario that would be evaluated includes multi-WAT deployment, where different localization 
capable WATs are deployed in different areas. These areas do overlap partially. This enables evaluation of 
the localization precision in areas covered by multiple WATs as well as in areas covered with a single WAT. 

The positioning framework would be tested in a real scenario in the BOSCH factory, use case UC2.2[54] . In 
5G-CLARITY WP2, a simulation framework was developed to test the positioning precision and accuracy using 
the different available WATs. Additionally, the developed framework can be used for simulation of different 
deployments of the available WATs, in order to choose the most optimal configuration. This simulation 
environment also can use the data fusion approach developed in WP3 [D3.2]. This would enable simulation 
of the all WATs used for the simulation scenario and investigation of the contribution to each WAT towards 
the improvement of position estimation precision and accuracy.  
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Figure 4-4  Positioning test scenario using multi-WATs 

One typical simulation scenario is given in Figure 4-4. An AGV moved in areas covered by different WATs 
supporting localization. The number of the available WATs at a given moment differ from position to 
position. All of the available WATs are used in order to obtain the most precise position estimate. 

Some of the positioning methods deployed in 5G-CLARITY are strongly depending on the synchronization 
accuracy and precision between the access points for the different WATs. Positioning and synchronization 
problems can be tackled independently, which is probably not the most optimal approach. Therefore, in this 
scenario, the both problems will be addressed and evaluated jointly, since they strongly overlap. 
Additionally, functions used for positioning can be also reused for synchronization.  

The synchronization precision and accuracy and precision would also strongly affect the positioning 
precision. This will be also evaluated in this scenario in order to obtain quantitative measures which will be 
later used for optimizing of the positioning system architecture.  

Table 4-5 Scenario 4 Specifications 

Services   
The main service supported is joint synchronization and localization. Different synchronization and localization 
methods and different WATs are supported and will be evaluated 
Requirements/KPIs    

• Performance of the joint synchronization and localization algorithm 
• Performance of joint synchronization and localization algorithm across time-stamping uncertainty 

Technical Challenges    
Precise synchronization of multi WAT APs with nanosecond precision, using different synchronization approaches. 
Architectural features   

• Multi WAT 
• Network wide synchronization 

Configuration / Implementation Setup 

• Network-wide synchronization 
• Pairwise synchronization 
• Hybrid Synchronization 
• Bayesian joint synchronization and localization 

 



D2.3 – Preliminary System Architecture Evaluation  

74 
 

 

 

5G-CLARITY [H2020-871428] 

5 Scenario Evaluation  
This section provides an overview of the main evaluation results for scenario presented in Section 4. 
Specifically, for Scenario 1 emphasis is given on mobility aspects and specifically, on the dynamic UPF 
selection problem. The main objective of this study is to identify the optimal UPF that can be used to server 
the mobile robot in order to minimize end-to-end latency. This is achieved through a reinforcement learning 
scheme that based on the location of the robot and the background can dynamically select the optimal 
location where PDU sessions can be terminated [17]. The second set of results focuses on the multi-wat 
offloading problem and it is demonstrated that by offloading traffic to Wi-Fi enhanced system performance 
in terms of throughput and packet loss rate can be achieved. Scenario 3 quantifies the benefits gained when 
TSN is integrated in the 5G-CLARITY solution. Through appropriate scheduling techniques TSN can be used 
create fully isolated infrastructure slices that can be allocated to URLLC services. It is shown that the 
performance of the proposed slices in terms of latency, is deterministic and not affected by background 
traffic. Scenario 4 evaluated the benefits gain by the integration of Wi-Fi/LiFi and 5G technologies whereas 
Scenario 5 evaluates a novel algorithm that has been developed allowing joint synchronization and 
positioning services to be offered over the 5G-CLARITY solution.   

5.1 Evaluation of Scenario 1: enhanced human-robot interaction- dynamic UPF 
selection 

A big part of the user plane functionality in 5G systems is handled by the UPF, which has to be designed to 
support challenging 5G services with very tight performance requirements. It connects with external IP 
networks hiding mobility related aspects from the external networks. Moreover, it performs different types 
of processing of the forwarded data, such as packet inspection, redirection of traffic and application of 
different data rate limitations. 5G-CUPS, supporting multiple UPFs, enables 5G edge capabilities, which is 
one of the key 5G advancements compared to 4G. The UPF related processing can be dynamically deployed 
and configured depending on the application needs. Overall, UPFs act as termination points for various 
interfaces and protocols and are also responsible to take several actions (rules) [9] including: mapping of 
traffic to the appropriate tunnels based on the QFI information, packet steering, packet counting, deep 
packet inspection and buffering and queuing for traffic service differentiation and assurance of E2E delays.  

To perform these actions UPFs should support an extensive set of protocols such as, GTP-U, PFCP, IP and also 
assist in the operation of SDAP and PDCP through mapping of DSCP classified IP traffic coming from the 
external DN. It should be also capable of handling legacy and new protocols such as eCPRI/ORAN and Radio 
over Ethernet (RoE) at high data-rates. Towards this direction, programmable edge nodes can be effectively 
used to support transport network requirements as well as classify and steer the traffic. This is performed 
by adopting specific interfaces for control plane (N1/2, N4), user plane (N3, N6) and UPF handover (N9) 
communication. For example, the Network Interface Cards (NICs) can steer control plane protocol packets 
such as PFCP packets into the Session Management Function (SMF) or the control plane part of UPF and can 
steer UE sessions based on the PDU session, the flow, the QoS class, etc., through N3 and N6 interfaces. 
Programming can be also used to support extended header (EH) for 5G user plane traffic.  

A high-level view of a 5G deployment option combining private and public 5GC is shown in Figure 5-1. In this 
figure the RU, the gNB-DU and the gNB-CU can be either collocated or located separately adopting either a 
MEC or a central cloud architectural approach. Based on the 5G-RAN deployment option and the type of 
service that needs to be provided, UPF nodes can be placed closer or further away from the 5G-RAN. In this 
context, as the network dimension grows, a larger number of rules is required to support policies, whereas 
network resources (e.g., memory in the switches) are limited. This may result in increased service delay as 
the number of flows requiring UPF processing increase.  



D2.3 – Preliminary System Architecture Evaluation  

75 
 

 

 

5G-CLARITY [H2020-871428] 

 
Figure 5-1 Hybrid private-public 5GC deployment  

To address this problem, we apply Evolutionary Game Theory (EGT) to dynamically select the optimal UPF 
and MEC nodes where connection will be terminated. Specifically, the UL transmission of a 5G network 
shown in Figure 5-1 and discussed in Section 4 is considered. The UEs initiate PDU Session Establishment 
process by transmitting the relevant request to the AMF. The AMF contacts the SMF, which in turn checks 
whether the UE requests are compliant with the user subscription. Once subscription information is verified 
the SMF selects a UPF to serve the PDU session. This is a key decision to be taken as a UPF at close proximity 
to the RAN, that may be the optimal choice at first sight, since it should result in reduced latency.  

However, if all UEs are associated with this UPF, congestion may arise resulting in increased latency. To 
address this challenge, a scheme that allows dynamic selection of the UPFs by the UEs is proposed. In this 
approach users try to optimize their own performance selfishly. The choice of UEs adaptation process can 
be formulated as an evolutionary game. 

To formulate this problem, we consider a set of UEs each requesting a service of class 𝑔𝑔 ∈ 𝐺𝐺 where  𝐺𝐺 is the 

total number of available service classes. Let also  𝑆𝑆𝑔𝑔 = �𝑈𝑈𝑈𝑈𝑈𝑈1
𝑔𝑔, … ,𝑈𝑈𝑈𝑈𝑈𝑈𝑁𝑁𝑔𝑔

𝑔𝑔 � be the set of available strategies 

in users belonging to the 𝑔𝑔-group. For each group, each UE tunnel needs to be terminated at a specific UPF. 
Assuming that  𝑁𝑁𝑔𝑔 denotes the available UPFs for group 𝑔𝑔, then the population of the UEs in group 𝑔𝑔 can be 

described at each time instance by vector 𝒙𝒙𝑔𝑔(𝑡𝑡) = �𝑥𝑥1
𝑔𝑔(𝑡𝑡) … 𝑥𝑥𝑁𝑁𝑔𝑔

𝑔𝑔 (𝑡𝑡)� where 𝑥𝑥𝑖𝑖
𝑔𝑔(𝑡𝑡) is the proportion of UEs 

in group 𝑔𝑔 that are currently being served by 𝑈𝑈𝑈𝑈𝑈𝑈𝑖𝑖. Each UE belonging to a specific group remains associated 
with a UPF for a time interval and reviews its choice periodically.  When a revision occurs, the UE switches 
from 𝑈𝑈𝑈𝑈𝑈𝑈𝑖𝑖 to another 𝑈𝑈𝑈𝑈𝑈𝑈𝑗𝑗 according to a switching probability 𝑝𝑝𝑖𝑖𝑖𝑖

𝑔𝑔(𝒙𝒙) equal to the population probability 
distribution of strategies:  
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𝑝𝑝𝑖𝑖𝑖𝑖
𝑔𝑔(𝒙𝒙) = 𝑥𝑥𝑗𝑗

𝑔𝑔  (Eq. 5-1) 

 where 𝒙𝒙 = [𝒙𝒙1(𝑡𝑡) … 𝒙𝒙𝑔𝑔(𝑡𝑡) ], is the population state of the system. If a switch occurs, the UE receives a 
payoff 𝑢𝑢𝑗𝑗

𝑔𝑔(𝒙𝒙) that quantifies its satisfaction level associated with the selection of 𝑈𝑈𝑈𝑈𝑈𝑈𝑗𝑗. The obtained payoff 
affects the arrival rate of the revision opportunities. Assuming that the number of reviews of a UE that uses 
strategy 𝑖𝑖 can be described by a Poisson process with arrival rate 𝑟𝑟𝑖𝑖

𝑔𝑔(𝒙𝒙), and all UEs' Poisson processes are 
statistically independent, we can use the law of large numbers to approximate the adaptation process with 
the following deterministic dynamic model [11]:  

𝑥̇𝑥𝑖𝑖
𝑔𝑔(𝑡𝑡) = � 𝑥𝑥𝑗𝑗

𝑔𝑔(𝑡𝑡)𝑟𝑟𝑗𝑗
𝑔𝑔(𝒙𝒙)𝑝𝑝𝑗𝑗𝑗𝑗

𝑔𝑔(𝒙𝒙)
𝑗𝑗𝑗𝑗𝑆𝑆𝑔𝑔���������������

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑡𝑡𝑡𝑡 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑖𝑖

− 𝑥𝑥𝑖𝑖
𝑔𝑔(𝑡𝑡)𝑟𝑟𝑖𝑖

𝑔𝑔(𝒙𝒙)�������
𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜

 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑖𝑖

 
(Eq. 5-2) 

 

The UE updates its review rate, by linearly decreasing it to its current payoff. This means that the average 
review rate of a UE that uses strategy 𝑖𝑖 is: 

𝑟𝑟𝑖𝑖
𝑔𝑔(𝑥𝑥) = 𝑎𝑎 − 𝛽𝛽𝑢𝑢𝑗𝑗

𝑔𝑔(𝒙𝒙),    𝛽𝛽 > 0 𝑎𝑎𝑎𝑎𝑎𝑎
𝛼𝛼
𝛽𝛽

> 𝑢𝑢𝑗𝑗
𝑔𝑔(𝒙𝒙)       (3) 

This results in forcing UEs with higher payoffs to revise their UPF choice at lower rates than the rest, leading 
to the replicator dynamics: 

𝑥̇𝑥𝑖𝑖
𝑔𝑔(𝑡𝑡) = 𝛽𝛽 �𝑢𝑢𝑖𝑖

𝑔𝑔(𝒙𝒙)− 𝑢𝑢𝑔𝑔����(𝒙𝒙)� 𝑥𝑥𝑖𝑖
𝑔𝑔                 (4) 

According to this equation, a selected strategy will either survive or be eliminated in the long run depending 
on whether its payoff is better or worse than the average payoff of all strategies. Since the objective of the 
UEs is to optimize their performance in terms of latency, greater payoffs correspond to lower delays. The 
observed latency can be decomposed into two main components. The first component is the propagation 
delay between the UE and the UPF and is proportional to the distance between the two entities. Assuming 
an underlaying optical transport network, the propagation delay due to the propagation time in the fiber 
links corresponds to 5 μs per kilometer (km) of fiber. The second component is the delay of processing inside 
the UPF and can be modeled by adding the processing and the transmission delay, that are constant, and 
the variable queuing delay. Mechanisms for bounding the processing delay within a network node can be 
found both in literature and in standardization. In this analysis, we assumed that the UPF, uses the bounded 
mechanisms described in [4].  

Considering these assumptions, we formulate the payoff on a user of group 𝑔𝑔 that selects action 𝑖𝑖, when the 
population state is 𝒙𝒙(𝑡𝑡), as 

𝑢𝑢𝑖𝑖
𝑔𝑔(𝒙𝒙) =

1
𝑡𝑡𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖

𝑔𝑔 + 𝑡𝑡𝑈𝑈𝑈𝑈𝑈𝑈𝑖𝑖(𝒙𝒙)       (5) 

Where 𝑡𝑡𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝  is the propagation delay and 𝑡𝑡𝑈𝑈𝑈𝑈𝑈𝑈𝑖𝑖(𝒙𝒙)  the 𝑈𝑈𝑈𝑈𝑈𝑈𝑖𝑖  delay that can be approximated by an 
exponential function: 

𝑡𝑡𝑈𝑈𝑈𝑈𝑈𝑈𝑖𝑖(𝒙𝒙) = 𝑒𝑒𝑘𝑘𝑖𝑖𝜌𝜌𝑈𝑈𝑈𝑈 ∑ 𝑀𝑀𝑔𝑔𝑥𝑥𝑖𝑖
𝑔𝑔𝐺𝐺

𝑔𝑔=1       (6) 

Where 𝜌𝜌𝑈𝑈𝑈𝑈 is the traffic of one UE, 𝑀𝑀𝑔𝑔 is the UE-population of group 𝑔𝑔 and 𝑘𝑘𝑖𝑖 is a variable related with UPF 
𝑖𝑖 and depends on the characteristics of the UPF node implementation including data rate, number of ports 
(fibres, wavelengths), buffering capability etc. 

Based on the replicator dynamics of the EGT, we developed a scheme to attain the evolutionary equilibrium.  
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The following steps summarize the algorithm:  

1. Initialization:  Every UE in each group chooses a strategy at random and observes its payoff 𝑢𝑢. Then 
it calculates its review rate 𝜆𝜆 according to the formula 𝜆𝜆 = 𝑎𝑎 − 𝛽𝛽𝑢𝑢, where 𝛼𝛼,𝛽𝛽 are constants.  

2. Revision: A revision opportunity may occur to each UE with probability equal to 𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 𝜆𝜆 ∙ 𝑑𝑑𝑑𝑑, 
where 𝑑𝑑𝑑𝑑 is the time interval between two loops. If the revision occurs, the UE chooses to imitate, 
at random, one of the UEs of its group. Then it recalculates 𝜆𝜆 according to the obtained payoff. The 
same process is applied until the difference of each strategy’s payoff compared with the average 
payoff of the population is lower that a limit 𝜀𝜀.  

Note that the strategy adaptation process in the proposed EGT-based algorithm does not rely on the 
knowledge of the strategy selection of the other players. For the evolution, a UE requires a random matching 
with an opponent, a function that can be offered by a central controller (the SMF for example). Therefore, 
the amount of information exchange is reduced. The central controller will randomly match the UEs and stop 
the evolution process, if all payoffs are equal or differ by a small quantity.  

The time interval (𝑑𝑑𝑑𝑑) between two repetitions must be higher than the communication time between the 
UE, the AMF, the SMF and the UPF that is going to carry the PDU session. 𝑑𝑑𝑑𝑑 is highly affected by the number 
of UPFs that are under the control of the SMF, since a large number of UPFs may result in increased 
processing delay for the SMF.  

 

  
Full lines: simulation results, Doted lines: theoretical results 

(a) 

 
(b) 

Figure 5-2  Trajectories of proportions of population and (b) convergence of the algorithm to the equilibrium (for 
𝑴𝑴𝟏𝟏 = 𝟏𝟏𝟏𝟏𝟏𝟏,𝑴𝑴𝟐𝟐 = 𝟕𝟕𝟕𝟕, 𝒂𝒂

𝒃𝒃
= 𝟏𝟏).  In the equilibrium 𝟏𝟏𝟏𝟏% of group 1 UEs and 32% of group 2 UEs are served by their 

local UPFs, while the remaining are served by the central UPF  

Group 1, Local UPF
Group 1, Central UPF
Group 2, Local UPF
Group 2, Central UPF

Local UPF of Group 1
Local UPF of Group 2
Central UPF
Theoritical Average
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Taking into consideration the timing requirements of the network service (𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠), and the number of 
iterations of the algorithm (𝐿𝐿), the number of UPFs (𝑁𝑁) under the SMF’s control can be evaluated so that 
the following relationship is true: 

𝑁𝑁 < 𝐹𝐹−1 �𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
𝐿𝐿

�                               (7) 

where 𝐹𝐹−1 is the inverse function that relates 𝑑𝑑𝑑𝑑 with 𝑁𝑁. 

The proposed theoretical model is evaluated using simulation. In the following we assumed a population of 
UEs that are organized into two groups. The UEs in each group can decide whether they want to use a local 
UPF at the edge of the network, that connects to a MEC, or to a UPF that connects to a central cloud as 
shown in Figure 5-1. The UPF in the central cloud can process a greater number of requests, compared to 
the local UPFs, and is shared by all groups in the UE population whereas the local UPF is dedicated to the 
population inside a group. The traffic generated by each UE is assumed to be  ρUE = 100 Mbps.  

The limit 𝜀𝜀 of the algorithm is set to a payoff difference of 0.01. Figure 5-2 illustrates the  simulation results 
(full lines) and the theoretical results derived through the model of the replicator dynamics (doted lines) 
demonstrating good agreement between theory and simulation. More specifically, Figure 5-2 (a) plots the 
evolution of strategy shares among the population of UEs. It can be observed that the system converges 
after some iterations to the equilibrium. In equilibrium all UEs achieve the same delay (Figure 5-2 (b)) 
indicating the fairness of the scheme. The number of total iterations of the algorithm is of vital importance 
for network planning. As it was discussed in the previous section, the number of iterations in combination 
with the time requirements of the service, can give an estimate (Eq. (7)) of the number of UPFs that the SMF 
can control, without compromising the stability of the system. Figure 5-2 shows that less than 100 iterations 
are needed for the system to converge.  

5.2 Evaluation of Scenario 2: Wi-Fi offloading in an industrial scenario 
In this section we intend to highlight the benefits of having multi-WAT in a private network environment. To 
that end, we focus on a private industrial network scenario. Specifically, we consider the scenario depicted 
in Figure 5-3. This scenario is inspired in the industrial network considered in 5G-CLARITY UC2.1 [54] . The 
considered private site occupies a geographical area with dimensions 100 m x 100 m, in which a multi-WAT 
RAN is deployed. Specifically, the RAN comprises two different WATs: 5GNR and Wi-Fi. In that way, the 
scenario includes four femtocells and five Wi-Fi access points, depicted as blue circles and green triangles, 
respectively. The eMBB UEs, represented as red squares, are uniformly distributed in the scenario. A total of 
224 sensors considered as URLLC UEs are distributed in 4 production lines along the factory floor, being each 
of the production lines composed of two wings. The specific setup for the main parameters is included in 
Table 5-1.  

The CDF of the SINR obtained from the scenario considered and described previously is depicted in Figure 
5-4. Firstly, we begin assessing the Wi-Fi capacity for offloading eMBB traffic from 5GNR. This offloading 
experiment shows how Wi-Fi, which is a cheaper technology than 5GNR, can be leveraged to serve non-delay 
sensitive applications in order to release resources from 5G technology. The freed up 5G radio resources 
either will cheapen the private 5G network deployment and operation costs or might be allocated to URLLC 
type services to meet their stringent delay requisites. 

Specifically, in order to show the benefits of having a multi-WAT we use a baseline scenario in which we only 
have 5GNR as the network radio access technology. In this baseline scenario we consider the setup 
configuration shown in Table 5-2. 
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Figure 5-3 Industrial scenario layout of 5G-CLARITY UC2.1 [79]  

 

 
Figure 5-4 CDF of the URLLC UEs SINR obtained from the industrial scenario 

 

Table 5-1 Simulation Parameters for Assessing the Wi-Fi Offloading Capacity 

Parameter Configuration 
eMBB UEs guaranteed bitrate 5 Mbps 
URLLC UEs bitrate 1.55 Mbps 
URLLC delay requirement 1 ms 
Number of eMBB UEs 50 
Number of URLLC UEs 224 distributed in 4 production lines 
Cell type Femtocells and Wi-Fi cells 
Number of femtocells 4 
Number of Wi-Fi cells 5 
Direction of transmission DL 
eMBB traffic distribution Uniform 
Path loss model for femtocells Indoor Hotspot (InH) 
Path loss model for Wi-Fi cells Indoor Hotspot (InH) 
Antenna height in femtocells 6 m 
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Antenna height of Wi-Fi APs 4 m 
Transmission power in femtocells 30 dBm 
Transmission power in Wi-Fi cells 20 dBm 
UE height 1.5 m 
UE thermal noise -174 dBm/Hz 
Noise figure 9 dB 
Carrier frequency in femtocells 3.5 GHz 
Carrier frequency in Wi-Fi APs 2.4 GHz 
Bandwidth in femtocells 100 MHz 
Bandwidth in Wi-Fi APs 40 MHz 
Frequency reuse 1 
URLLC packet size 80 bytes 
Load sweep From 1 to 28 URLLC UEs 
Number of eMBB slices 1 
Number of URLLC slices 4 (one per production line) 

 

Table 5-2 Baseline Scenario Simulation Parameters 

Parameter Configuration 
gNB bandwidth 100 MHz 

Number of slices served per gNB 
2 URLLC slices 
1 eMBB slice 

gNB bandwidth allocated to eMBB slice 40 MHz 
gNB bandwidth allocated to URLLC slice 30 MHz 

 

In this baseline scenario we measure the average throughput achieved by eMBB users in the network when 
no Wi-Fi APs are connected (i.e., both eMBB and URLLC users are served by 5G technology), and when Wi-Fi 
APs are available as a function of the amount of 5G bandwidth allocated to the eMBB slice. The models to 
obtain these metrics are described in Sections 3.1.2.6, 3.1.2.7, and 3.1.2.8. The results are shown in Figure 
5-5.  

 

 
Figure 5-5 Average throughput achieved by eMBB users vs the 5G bandwidth allocated to eMBB slice 
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In this figure we can see in blue color the line that represents the mean throughput reached by an eMBB 
user in the network when Wi-Fi APs are disabled (i.e., in the baseline scenario), and in red color when Wi-Fi 
APs are active. As observed, the throughput achieved by eMBB users increases as the amount of bandwidth 
allocated to the eMBB slice is bigger. We can also see that the eMBB users throughput is significantly higher 
when Wi-Fi APs are deployed in the scenario, making evident one benefit of the multi-WATa feature. 
Additionally, in Figure 5-5 we can observe that when Wi-Fi technology is available in the scenario and some 
of the eMBB users can be offloaded to Wi-Fi, the eMBB users can achieve a mean throughput of roughly 6.5 
Mbps with only 6.25 MHz of 5G bandwidth, while a bandwidth of 40 MHz is necessary to reach the same 
mean throughput when only 5G NR deployed in the scenario, given the setup described above. The 
implication of having a multi-WAT access network composed of both technologies 5G and Wi-Fi in an 
industrial scenario where different use cases coexist (eMBB and URLLC) is that the low priority traffic (i.e., 
eMBB traffic) can be steered through Wi-Fi technology. So that, large amount of 5G bandwidth can be saved 
in order to make it available for URLLC services that demand strict latency constraints. Particularly, our 
results show that this bandwidth saving is around 33.75 MHz for the given setup. 

Next, we want to demonstrate how the 5G bandwidth saving can be profitable in a multi-WAT scenario. 
More precisely, we evaluate the packet loss ratio (PLR) at the radio interface for a URLLC slice with a delay 
constraint of 1 ms in our baseline scenario (without Wi-Fi APs) and in the multi-WAT scenario. To that end 
we use the analytical model described in Table 5 (Section 3.2.2). Given one of the gNBs deployed in the 
scenario (for instance gNB1), we measure the URLLC slice PLR for different traffic loads considering that each 
of the URLLC slices served by this gNB is allocated a bandwidth of 30 MHz (the remaining 40 MHz of 
bandwidth is allocated to the eMBB slice). The dashed blue line of Figure 5-6 represents this metric. 

Then, when we introduce the multi-WAT functionality in our scenario being Wi-Fi technology integrated in 
the 5G-CLARITY RAN architecture some of the bandwidth will be released from 5G due to part of the eMBB 
traffic can be offloaded to Wi-Fi technology. The 33.75 MHz of bandwidth freed up from 5G (see Figure 5-5) 
can be now destined for URLLC services. In this way, the gNB has more bandwidth available to be allocated 
to the URLLC slices. As observed in Figure 5-6, the PLR of the URLLC services significantly decreases when the 
Wi-Fi technology is used. By way of illustration, given a PLR requisite for URLLCs of 10−4, there is a gain of 
11.5 Mbps of throughput to serve URLLCs. In other words, the radio interface can additionally withstand 11.5 
Mbps for URLLCs guaranteeing the same PLR. In the end, it can be concluded that for this specific industrial 
scenario and thanks to the multi-technology functionality of the 5G-CLARITY architecture we achieve a 
reduction of up to 84.4 % of 5G bandwidth to reach the same throughput for eMBB users. Moreover, this 
reduction in the use of 5G resources for eMBB traffic can be translated into an increase of throughput for 
URLLC services of up to the double while the same packet loss ratio is ensured.   

 
Figure 5-6 URLLC slice packet loss ratio vs the traffic load  
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5.3 Evaluation of Scenario 3: 5G-CLARITY slicing for URLLC services in an industrial 
scenario 

This section includes the numerical results for showing the benefits brought by 5G-CLARITY slicing concept 
in terms of isolation. To that end, we rely on the E2E mean delay model detailed in Section 3.2.1. We consider 
the industrial scenario layout shown in Figure 5-3, while Figure 5-7 shows the specific substrate network 
infrastructure assumed together with the placement of the virtualized network functions (e.g., UPF and gNB-
CU). For simplicity, we consider only the motion control (MC) service, characterized by the sustainable data 
rate and maximum burst size generated per device, for all the production lines. Specifically, we assume each 
production line has a fixed number of MC devices whose traffic has the same features. Figure 5-7 includes 
the paths followed by each slice in the midhaul network. For the sake of clarity, the path followed by the 
aggregated traffic from each cluster of servers to a given gNB or AP is specified all along the network, though 
there is a single full-duplex link interconnecting each bridges pair at most. For instance, the aggregated traffic 
from URLLC slices #2, #3, and #5 share the link between TSN switch #6 and TSN switch #7. Each URLLC slice 
generates the same amount of aggregated traffic for each gNB. In the same way, each eMBB slice generates 
the same amount of aggregated traffic for each AP. The main parameters for the simulations are included in 
Table 5-3. 

The methodology used to demonstrate the effectiveness of 5G-CLARITY slicing in terms of isolation consists 
in comparing the E2E and per component mean delay of the following two configurations: 

 

 

Figure 5-7 Infrastructure setup for the evaluation of the 5G-CLARITY degree of isolation 
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• Configuration 1: The URLLC traffic generated by each of the four production lines in the factory floor 
(see Figure 5-3) is served by a segregated 5G-CLARITY slice. The production line #1 generates an 
aggregated non-conformant traffic that does not meet the aggregated committed data rate due to 
a failure in its operation. 

•  Configuration 2: The URLLC traffic generated by all of the four production lines in the factory floor 
is served by a single 5G-CLARITY slice. The production line #1 generates non-conformant traffic due 
to a failure in its operation. 

We also consider the following two variants for each scenario in order to compare the two 5G-CLARITY 
transport network technologies: 

• Variant A: The midhaul network in Figure 5-7 is realized as a standard IEEE 802.1Q Ethernet network 
where there is no traffic prioritization.  

• Variant B: The midhaul network in Figure 5-7 is implemented as an asynchronous TSN network, 
whose building block is the asynchronous traffic shaper (ATS). There is an ATS instance at every TSN 
bridge egress port. The ATS includes a per-flow traffic regulation through the interleaved shaping 
and traffic prioritization. 

Table 5-3 Main Parameters for Assessing the Degree of Isolation for 5G-CLARITY Slicing 

Paramaters Value  
Number of production lines 4 
Number of URLLC flows per production line 56 
URLLC service Motion Control (MC) 
Packet delay budget MC 1 ms 
Packet length MC 80 bytes 
Sustainable rate per MC flow 1.55 Mbps 
Burstiness per MC Flow 2592 bits 
eMBB traffic generated from server #3 to each Wi-Fi AP AP#1: 100 Mbps, AP#2: 100 Mbps, AP#3: 100 Mbps, 

AP#4: 100 Mbps, AP#5: 100 Mbps 
eMBB packet size 1500 bytes 
UPF service rate per processing unit (CPU core)  357140 packets per second [30][31] 
SCV of the UPF service time 0.65 
gNB-CU service rate per processing unit (CPU core)  601340 packets per second  
SCV of the gNB-CU service time 0.65 
CPU core power (Intel Xeon Platinum 8180) 25.657 GOPS 
gNB-DU service rate per processing unit (CPU core)  7545 packets per second [30] 
SCV of the gNB-DU service time 1 
gNB-RU service rate per processing unit  78530 packets per second [30] 
SCV of the gNB-RU service time 1 
Processing units allocated to each network component. 
* Designed to ensure that the utilization of the computing 
resources for every component is lower than 75%. 

Configuration 1: 
UPF: 1 CPU core (Intel Xeon 8081) 
gNB-CU: 1 CPU core (Intel Xeon 8081) 
gNB-DU: 24 CPU cores (Intel SandyBridge i7-3930K 
@3.20Ghz) 
RU: 3 CPU cores (Intel SandyBridge i7-3930K @3.20Ghz) 
Configuration 2: 
UPF: 3 CPU core (Intel Xeon 8081) 
gNB-CU: 2 CPU core (Intel Xeon 8081) 
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gNB-DU: 96 CPU cores (Intel SandyBridge i7-3930K 
@3.20Ghz) 
RU: 10 CPU cores (Intel SandyBridge i7-3930K @3.20Ghz) 

Visit ratios of the UPF and gNB-CU 1 
Visit ratios of the gNB-DU, gNB-RU and radio interface 0.5 
TSN links capacities All links have a capacity of 1 Gbps 
MC traffic-to-priority level assignment at every TSN 
bridge output port 

1 (1 is the highest priority level and 8 is the lowest) 

eMBB traffic-to-priority level assignment at every TSN 
bridge output port 

8 

Radio interface time slot duration 142.8 𝛍𝛍s 
Number of PRBs dedicated for each URLLC slice per gNB Configuration 1: 

Slice#1: 
gNB#1: 166, gNB#2: 166, gNB#3: 0, gNB#4: 0 
Slice#2: 
gNB#1: 166, gNB#2: 166, gNB#3: 0, gNB#4: 0 
Slice#3: 
gNB#1: 0, gNB#2: 0, gNB#3: 166, gNB#4: 166 
Slice#4: 
gNB#1: 0, gNB#2: 0, gNB#3: 166, gNB#4: 166 
Configuration 2: 
Slice#1: 
gNB#1: 333, gNB#2: 333, gNB#3: 333, gNB#4: 333 

Mean number of PRBs required to transmit a URLLC 
packet at the radio interface 

15.8 

Average spectral efficiency per user 2.8173 bps/Hz (MCS index = 22) 
Average SINR per user 3.5368 dB 
External arrival process (to the UPF) Poissonian 

 

Figure 5-8 shows the results of the E2E mean packet delay for the configuration 1.A, i.e., the traffic of each 
production line is served by an independent slice and standard Ethernet is used in the midhaul segment. The 
X axis in the figure stands for the bandwidth excess generated by the production line #1. On the face of it, 
the results suggest that only the mean packet delay of the production line #1 is negatively affected by the 
non-conformant traffic, thus proving the effectiveness of 5G-CLARITY slicing for ensuring the isolation among 
slices. Figure 5-9 depicts a breakdown of latency by network component for the configuration 1.A.  It is 
apparent from Figure 5-9 that the radio interface is the main bottleneck for configuration 1.A given our setup.  
The mean packet delay of the 5G components and radio interface for URLLC slices #2, #3, and #4 are not 
affected by the excess of traffic load from slice #1 as they have dedicated computing and radio resources. 
However, note that in a real deployment we might observe a degradation in the mean packet delay at the 
radio interface of the slices #2, #3, and #4 with the slice #1 traffic load excess depending on the per gNB 
radio resources to slices assignment. Here the increasing in the traffic from slice #1 would only negatively 
affect to slice #3 because of the interferences as both slices use the same radio channels at different gNBs. 
Nonetheless, in our analytical simulator setup, we always consider the worst-case scenario regarding the 
interference regardless of the traffic load and this is why the aforementioned effect is not captured in the 
results. As far as the midhaul network is concerned, the performance of the slice #2 is negatively affected by 
the traffic excess of slice #1 (observe that URLLC slices #1 and #2 share the same paths in the midhaul 
network in Figure 5-7). This is because the considered standard Ethernet network cannot provide per link 
traffic isolation, i.e., there are no means to reserve a segregated link capacity per 5G-CLARITY slice. Then, 
using bare Ethernet as transport network technology hinders the full isolation among 5G-CLARITY slices.  
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Figure 5-8 E2E mean packet delay per slice for the configuration 1.A 

 
Figure 5-9 Mean packet delay per component and per slice for the configuration 1.A 

Last, it is remarkable that slices #1 and #2 exhibit a higher mean packet delay at the midhaul network than 
slices #3 and #4 even for a low slice #1 traffic excess. That is due to the fact that slices #1 and #2 are sharing 
the link from switch #1 to switch #4 with eMBB traffic (see Figure 5-7) and there is no traffic prioritization.  

Figure 5-10 includes the e2e mean packet delay per slice for configuration 1.B that has a similar setup as 
configuration 1.A previously discussed except for the midhaul network which is an asynchronous TSN 
network in this configuration. Again, we observe that the results suggest that only URLLC slice #1 is negatively 
affected by its non-conformant traffic. Nonetheless, it is remarkable that the throughput excess that 
eventually produces the e2e mean packet delay of the slice #1 shoots up is higher than for configuration 1.A. 
Observing the delay per component for the configuration 1.B in Figure 5-11, we realize that now the UPF 
becomes the main bottleneck of the network. Interestingly, the mean packet delays of the midhaul network, 
gNB-DU, gNB-RU, and radio interface for slice #1 do not depend on the traffic excess. This is due to the 
asynchronous TSN network performs a per flow traffic regulation at every TSN bridge egress port, thus 
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filtering the non-conformant traffic. Finally, we observe again that slices #1 and slices #2 have a higher mean 
packet delay at the midhaul network than slices #3 and #4 despite of asynchronous TSN network includes 
traffic prioritization. This can be explained by the fact that the traffic prioritization of the TSN network is non-
preemptive. Then, since slices #3 and #4 do not share any link with eMBB traffic in the midhaul network (see 
Figure 5-7), their mean packet delays in this segment are lower.  

Figure 5-12 shows the E2E mean packet delay for configuration 2.A. In this configuration, the URLLC traffic 
from all the production lines are served by the same 5G-CLARITY slice and standard Ethernet is used to 
implement the midhaul network. In contrast to configurations 1.A and 1.B, the non-conformant traffic from 
the production line #1 negatively impacts on the rest of production lines. These results further support the 
effectiveness of 5G-CLARITY slicing for providing isolation. As in configuration 1.A, the primary bottleneck is 
the radio interface as shown in Figure 5-13. 

 

 

 
Figure 5-10 E2E mean packet delay per slice for the configuration 1.B 

 
Figure 5-11 Mean packet delay per component and per slice for the configuration 1.B 
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Figure 5-12 E2E mean packet delay per slice for the configuration 2.A 

 
Figure 5-13 Mean packet delay per component and per slice for the configuration 2.A 

Finally, Figure 5-14 includes the E2E mean packet delay for configuration 2.B which, in contrast to 
configuration 2.A, considers an asynchronous TSN as layer 2 technology in the midhaul network segment. As 
in configuration2.A, the non-conformant traffic from slice #1 negatively impacts on all the production lines. 
Nonetheless, the UPF becomes the primary bottleneck and the TSN midhaul network does not allow the 
traffic excess pass through as in configuration 1.B.  

As concluding remarks, the results above suggest the effectiveness of 5G-CLARITY slicing in ensuring a quite 
fair degree of isolation among segregated slices. Nonetheless, the use of standard Ethernet for realizing the 
transport network segments hinder the full isolation of the 5G-CLARITY slices. To overcome this issue, TSN 
technology might be used to enable the per link dedicated resources assignment to every slice. Furthermore, 
TSN enhances the performance of the transport network segments due to its traffic prioritization capability, 
thus reducing the negative effects of the interfering eMBB traffic. 
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Figure 5-14 E2E mean packet delay per slice for the configuration 2.B 

 

 
Figure 5-15 Mean packet delay per component and per slice for the configuration 2.B 

5.4 Evaluation of Scenario 4: mobility and traffic load management in LiFi/Wi-Fi- 
integrated network  

To facilitate the experimental validation of networking algorithms, such as handover, an SDN-enabled 
LiFi/Wi-Fi integration testbed platform was developed in the LiFi R&D centre (USTRATH) [49]. The testbed is 
composed of six LiFi attocells and a Wi-Fi AP. The APs are interconnected through a switch to a centralized 
OpenDaylight SDN controller wchich manages the SDN-enabled network via the southbound interface while 
supporting applications on its state transfer application program interface on the northbound.  
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Figure 5-16 Measured average data rate during handover of user device from LiFi to LiFi and LiFi to Wi-Fi. 

A LiFi access and traffic engineering application is running on top of the testbed, which supports network 
monitoring and management, user mobility, and network load balancing. The SDN controller has software 
agents running on the APs, which periodically send the state of APs to the controller. This expose, in turn, 
the collected network state to the developed application to support the mentioned services [41]. 

The testbed platform generates data relating to users, network, traffic flows, and supported services. As the 
testbed supports vertical handover between the heterogeneous LiFi and Wi-Fi networks, it is possible to 
trace the data flows of users during transitions from LiFi to LiFi and LiFi to Wi-Fi. An example of a horizontal 
and a vertical handover of a high-definition video service running on a mobile device is shown in  Figure 5-16. 
The mobile user slowly moves from the centre of a LiFi AP to another LiFi AP, passing through the overlapping 
region. It then moves from the LiFi AP to the Wi-Fi AP. This result shows that the time for horizontal handover 
is shorter than the time for vertical handover, as shown in Figure 5-16. In both handover events the users 
experience short service disruption, which, however, is not noticeable as the service is running in a buffered 
mode. 

A mobile connection is dropped out if a UE performs a handover into a cell, where there are no available 
resource units (channels). The handover dropping probability,  𝑃𝑃ℎ𝑑𝑑,  and forced termination probability, 𝑃𝑃𝑓𝑓𝑓𝑓, 
are investigated as two important QoS parameters for evaluating the connection handover performance in 
network. The handover dropping probability is defined as the dropping probability of a mobile connection 
because of moving into a cell where there are no resource units (channels) can support the arrived 
connection [53]. The forced termination probability is defined as the probability of an in-progress connection 
termination due to handover dropping during its connection lifetime. The forced termination probability 
depends on the number of handovers during its connection lifetime and the handover dropping probability 
[53]. 

We consider the arrival of new connections in the system model follows a Poisson process with arrival rate 
𝜆𝜆  per cell.  The connection holding time is exponentially distributed with mean,  1

𝜇𝜇
 , and the connection dwell 

time in a cell is exponentially distributed with mean 1
ℎ

 , where the handover rate is ℎ. It is assumed that each 
cell (AP) can support at most 𝐶𝐶 connections. These are admitted to a cell according to a wireless connection 
admission control, which is modelled as an M/M/m/m queuing model. A new connection may be blocked 
either by a tree-based call admission control when the total number of connections in the tree exceeds a 
predetermined threshold N, or it can be blocked by a cell-based admission control where the available 
channels (i.e., resource units) are less than a predefined ratio of all channels  (𝛼𝛼𝛼𝛼,𝛼𝛼 ∈ [0,1]).  Let the 
probabilities of connection blocked by the tree-based admission control be denoted by  𝑃𝑃𝑡𝑡   and those 
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blocked by the cell-based admission control be denoted by 𝑃𝑃𝑏𝑏 . Since the two admission controls are 
independent, the total call blocking probability (𝑃𝑃𝑡𝑡𝑡𝑡) is given by   𝑃𝑃𝑡𝑡𝑡𝑡 = 1 − �(1 − 𝑃𝑃𝑡𝑡)(1− 𝑃𝑃𝑏𝑏)� .  

A connection tree consists of seven cells. Thus, the new connection arrival rate in a tree is 7𝜆𝜆 ; and the rate 
of handover connections into a tree is given by:   𝜆𝜆𝑡𝑡ℎ = 3ℎ(1 − 𝑃𝑃ℎ𝑑𝑑).  The  3ℎ is considered as there are 18 
edges in the mobile connection region and the handover rate to an edge of a cell is  ℎ

6
. If the total number of 

connections in a tree exceeds the threshold 𝑁𝑁, then the tree admission control will deny new connections 
and only allow handover connections.  

The effective Erlang load in any cell is given by   λ
μ

    , where  1
μ

  is the average connection holding time in 

seconds.   where    𝜆𝜆𝑏𝑏 = 𝜆𝜆(1 − 𝑃𝑃𝑡𝑡).  This represents the new connection arrival rate, as the new connections 
should be admitted first to the tree-based admission control. The rate of handover connections into a cell is  
𝜆𝜆𝑏𝑏ℎ = ℎ(1 − 𝑃𝑃ℎ𝑑𝑑).  In the calculation process of   λ𝑏𝑏ℎ ,  𝑃𝑃ℎ𝑑𝑑  was set initially set to 0.01.    

New connections are blocked when the number of admitted connections in the cell-cluster exceeds 𝑁𝑁, where 
only the handover calls are admitted in the system. When the total number of in-progress connections in a 
cell, denoted as  𝑥𝑥, exceeds  𝑚𝑚 =  ⌊(1 −  α) 𝐶𝐶 ⌋, then the cell rejects the new connections and accepts only 
the handover connections.  So, to meet the QoS requirement, the tree-based admission control threshold 
and cell-based reserved fraction are used to control the handover dropping probability below a 
predetermined level  𝑁𝑁 at all times.  It is measured as follows.  

𝑃𝑃ℎ𝑑𝑑 = 𝜋𝜋0 � �
(𝜆𝜆𝑏𝑏 + 𝜆𝜆𝑏𝑏ℎ)𝑚𝑚 ⋅ 𝜆𝜆𝑏𝑏ℎ𝐶𝐶−𝑚𝑚

(𝜇𝜇 + ℎ)𝐶𝐶 ⋅ 𝐶𝐶!

𝐶𝐶

𝑖𝑖=𝑚𝑚+1

� 

where  

𝜋𝜋0 = ��
(𝜆𝜆𝑏𝑏 + 𝜆𝜆𝑏𝑏ℎ)𝑖𝑖

(𝜇𝜇 + ℎ)𝑖𝑖 ⋅ 𝑖𝑖!

𝑚𝑚

𝑖𝑖=0

+ �
(𝜆𝜆𝑏𝑏 + 𝜆𝜆𝑏𝑏ℎ)𝑚𝑚 ⋅ 𝜆𝜆𝑏𝑏ℎ𝑖𝑖−𝑚𝑚

(𝜇𝜇 + ℎ)𝑖𝑖 ⋅ 𝑖𝑖!

𝐶𝐶

𝑖𝑖=𝑚𝑚+1

� 

 

 

Figure 5-17  Handover dropping probability versus Erlang load under single and two-layer admission controls. 
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Figure 5-18  Forced termination probability versus Erlang load under single and two-layer admission controls. 

From the user point of view, another QoS parameter, the forced connection termination probability, 𝑃𝑃𝑓𝑓𝑓𝑓, is 
measured as follows:  

𝑃𝑃𝑓𝑓𝑓𝑓 =
ℎ ⋅ 𝑃𝑃ℎ𝑑𝑑

𝜇𝜇 + ℎ ⋅ 𝑃𝑃ℎ𝑑𝑑
 

As a result, the blocking probability, hand-off dropping and forced termination probabilities are calculated 
as a function of Erlang load in the cell-cluster (tree) with 7 cells, each supporting up to  𝐶𝐶   real-time 
connections.  The average connection holding time  μ =  0.1  ;  and the hand-off rate is   ℎ =  0.5  per unit 
of time, where the average dwell time is 2-time units.   

The handover dropping probabilities are compared under the two-layer admission control and the single-
layer admission control, as shown in  

Figure 5-17.  It is observed that as the Erlang load per cell increases, the handover dropping probability 
increases. In addition, the tree-based admission control ( 𝑃𝑃𝑡𝑡 > 0)  can effectively reduce the handover 
dropping probability in comparison with no tree-based admission control   (𝑃𝑃𝑡𝑡 = 0) . Increasing the new 
connection blocking probability  (𝑃𝑃𝑡𝑡) of the tree-based layer will reduce the effective new connection arrival 
rate, and thus have a smaller handover dropping probability. 

Figure 5-18   shows the relation between Erlang load per cell and forced termination probability where four 
different tree-based new connection blocking probabilities are considered. It shows that the forced 
termination probability increases as the Erlang load increases. To guarantee the QoS, controlling the forced 
termination probability under a predefined level is an important criterion. From Figure 5-18  , a larger 𝑃𝑃𝑡𝑡  can 
lower the forced termination probability. The values of 𝑃𝑃𝑡𝑡   that the tree-based admission control should 
support to meet different  𝑃𝑃𝑓𝑓𝑓𝑓  requirements. 

5.5 Evaluation of Scenario 5: joint synchronization and localization using multi-
wireless access technologies  

A wide range of high-accuracy localization techniques rely heavily on the synchronization between APs. In 
particular, to localize a Mobile User (MU), these techniques draw on the time measurements conducted 
among the APs and the MUs, requiring them to have a common time base [51]. Given that, it appears that 
the inter-AP synchronization, AP-MU synchronization, and MU localization problems are closely intertwined, 
suggesting that they may need to be tackled jointly [44].  
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In this section, we develop a joint synchronization and localization (sync&loc) algorithm for MUs, grounded 
on the hybrid synchronization algorithm developed in [47]. 

 Hybrid network synchronization 

To achieve network synchronization, there are in general two ways of tackling the problem: designing a 
network synchronization algorithm from scratch or, alternatively, expanding on the existing pairwise 
synchronization algorithms [46]. The former offers higher accuracy while the latter is capable of performing 
synchronization more frequently thanks to its low complexity. We, therefore, employ both algorithms in a 
hybrid manner to overcome their disadvantages and make the most of their advantages to achieve network 
synchronization. This will eventually lay the ground for MU joint sync&loc at the edge of the network. 

The cornerstone of the above-mentioned approaches towards synchronization is time-stamp exchange. We 
employ the time-stamp exchange mechanism shown in Figure 5-19 and implemented by means of Precision 
Time Protocol (PTP). It functions as follows: node j transmits a sync message wherein the local time 𝑐𝑐𝑗𝑗�𝑡𝑡1𝑘𝑘� 
is incorporated. Node i receives the packet and records the local reception time 𝑐𝑐𝑖𝑖�𝑡𝑡2𝑘𝑘�. After a certain time, 
the process repeats again with 𝑐𝑐𝑗𝑗�𝑡𝑡3𝑘𝑘� and 𝑐𝑐𝑖𝑖�𝑡𝑡4𝑘𝑘�. Subsequently, at local time 𝑐𝑐𝑖𝑖�𝑡𝑡5𝑘𝑘�, node i sends back a 
sync message to node j with 𝑐𝑐𝑖𝑖�𝑡𝑡2𝑘𝑘�, 𝑐𝑐𝑖𝑖�𝑡𝑡4𝑘𝑘� and 𝑐𝑐𝑖𝑖�𝑡𝑡5𝑘𝑘�  incorporated. Upon reception, node j records the 
local time 𝑐𝑐𝑗𝑗�𝑡𝑡6𝑘𝑘�. Given that, the relation between local clocks can be written as:  

1
𝛾𝛾𝑖𝑖
�𝑐𝑐𝑖𝑖�𝑡𝑡2𝑘𝑘� −  θi� =

1
𝛾𝛾𝑗𝑗
�𝑐𝑐𝑗𝑗�𝑡𝑡1𝑘𝑘� −  θj� + 𝑑𝑑𝑖𝑖𝑖𝑖 + 𝑇𝑇𝑖𝑖𝑖𝑖

𝑘𝑘,0 

1
𝛾𝛾𝑖𝑖
�𝑐𝑐𝑖𝑖�𝑡𝑡4𝑘𝑘� −  θi� =

1
𝛾𝛾𝑗𝑗
�𝑐𝑐𝑗𝑗�𝑡𝑡3𝑘𝑘� −  θj� + 𝑑𝑑𝑖𝑖𝑖𝑖 + 𝑇𝑇𝑖𝑖𝑖𝑖

𝑘𝑘,1 

1
𝛾𝛾𝑖𝑖
�𝑐𝑐𝑖𝑖�𝑡𝑡5𝑘𝑘� −  θi� =

1
𝛾𝛾𝑗𝑗
�𝑐𝑐𝑗𝑗�𝑡𝑡6𝑘𝑘� −  θj� + 𝑑𝑑𝑖𝑖𝑖𝑖 + 𝑅𝑅𝑖𝑖𝑖𝑖 

𝑘𝑘  

where (𝑡𝑡1𝑘𝑘 , 𝑡𝑡3𝑘𝑘)/𝑡𝑡6𝑘𝑘 and 𝑡𝑡5𝑘𝑘/�𝑡𝑡2𝑘𝑘 , 𝑡𝑡4𝑘𝑘� are the time points where neighboring nodes j and i send/receive the sync 
messages, respectively. Variables 𝜃𝜃𝑖𝑖 and 𝛾𝛾𝑖𝑖  denote the clock offset and skew of node I, respectively. Variable 
𝑑𝑑𝑖𝑖𝑖𝑖  represents the propagation time between nodes i and j. Moreover 𝑇𝑇𝑖𝑖𝑖𝑖

𝑘𝑘,0,𝑇𝑇𝑖𝑖𝑖𝑖
𝑘𝑘,1, and 𝑅𝑅𝑖𝑖𝑖𝑖𝑘𝑘  denote the random 

variables due to the multiple hardware-related random independent processes and assumed to be i.i.d 
Gaussian random variables. For the sake of simplicity and without loss of generality, we assume same 
distribution 𝑁𝑁(𝜇𝜇𝑇𝑇 ,𝜎𝜎𝑇𝑇2) for all of them. The time-stamps collected by this mechanism will be utilized in the 
synchronization algorithm to estimate the clock offset and skew estimation.  

 Network-wide synchronization 

To achieve network-wide synchronization we draw on the statistical approach introduced in [43]. In 
particular, we assume a joint probability density for all clock parameters at all the nodes. The synchronization 
problem can then be formulated as computing the marginal distribution at each node.  

 
Figure 5-19 Time-stamp exchange mechanism implemented using PTP protocol [47]. 
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Figure 5-20 An exemplifying network where both network-wide and pairwise synchronization can be applied [48]. 

Mathematically this can be expressed as:  

𝑝𝑝(𝛏𝛏i) = ∫ 𝑝𝑝 �𝝃𝝃1,⋯ , 𝝃𝝃𝑀𝑀�{𝑾𝑾𝑖𝑖𝑖𝑖,𝑾𝑾𝑗𝑗𝑗𝑗�𝑖𝑖=1:𝑀𝑀,𝑗𝑗∈𝑛𝑛𝑛𝑛(𝑖𝑖)
� 𝑑𝑑𝝃𝝃1⋯𝑑𝑑𝝃𝝃𝑖𝑖−1𝑑𝑑𝝃𝝃𝑖𝑖+1 ⋯𝑑𝑑𝝃𝝃𝑀𝑀 , 

where 𝛏𝛏i = � 1
𝛾𝛾𝑖𝑖

, 𝜃𝜃𝑖𝑖
𝛾𝛾𝑖𝑖
�
𝑇𝑇

denote the transformed clock parameters vector. Matrixes 𝑾𝑾𝑖𝑖𝑖𝑖  and 𝑾𝑾𝑗𝑗𝑗𝑗  are constructed 

by means of the collected time-stamps. Nevertheless, calculating the marginal in the above equation is 
computationally NP hard. As done in [45], we approximate the conditional term in the integral with the 
multiplication of the pairwise conditional probabilities and the prior knowledge on the clock parameters. It 
turns out that such an approximation can be well depicted by Factor Graphs (FGs). Figure 5-20 depicts an 
exemplifying network where the backhauling network is shown in the form of an FG. Each node is indicated 
by a variable node, whose parameters is related to its adjacent nodes by the factor nodes, whose behaviour 
is characterised by the pairwise conditional probabilities. 

To compute the pairwise conditional probabilities each node exchanges time-stamps with all of its 
neighbouring nodes based on the protocol shown in Figure 5-19. Furthermore, to facilitate the computation 
process, BP is employed to obtain the marginal at each node in a distributed manner. To this end, each node 
i receives BP messages from its neighbouring nodes j, updates its own belief, and propagates it back to the 
neighbouring nodes. The details of this iterative process can be found in [47].  

 Pairwise synchronization 

In pairwise synchronization one node plays the role of Master Node (MN) with which the other node 
synchronizes itself. Assuming node j to be the MN, the pairwise synchronization problem can be written as 
estimating the clock parameters of node i in the k-th round of time-stamp exchange. This is given by 

𝑝𝑝�𝝃𝝃𝑖𝑖𝑘𝑘�𝑪𝑪𝑖𝑖𝑖𝑖� = ∫ 𝑝𝑝�𝝃𝝃𝑖𝑖0,⋯ , 𝝃𝝃𝑖𝑖𝑘𝑘�𝑪𝑪𝑖𝑖𝑖𝑖�𝑑𝑑𝝃𝝃𝑖𝑖0 ⋯𝑑𝑑𝝃𝝃𝑖𝑖𝑘𝑘−1, 
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Figure 5-21 Recursive clock parameter derivation process  

where 𝑪𝑪𝒊𝒊𝒊𝒊 = �𝒄𝒄𝑖𝑖𝑖𝑖1 ,⋯ , 𝒄𝒄𝑖𝑖𝑖𝑖𝑘𝑘 �  with 𝑐𝑐𝑖𝑖𝑖𝑖𝑘𝑘 = �𝑐𝑐𝑗𝑗�𝑡𝑡1𝑘𝑘�, 𝑐𝑐𝑖𝑖�𝑡𝑡2𝑘𝑘�, 𝑐𝑐𝑗𝑗�𝑡𝑡3𝑘𝑘�, 𝑐𝑐𝑖𝑖�𝑡𝑡4𝑘𝑘�, 𝑐𝑐𝑖𝑖�𝑡𝑡5𝑘𝑘�, 𝑐𝑐𝑗𝑗�𝑡𝑡6𝑘𝑘�� . A few mathematical 
manipulations can turn above-mentioned equation to a recursive estimation process known as Bayesian 
Recursive Filtering (BRF). The process comprises prediction, measurement, and estimation steps. In the 
prediction step, we predict the offset under the assumption of constant clock skew.  

In the measurement step, we rely on the time-stamps to obtain the clock parameters. Both steps are 
combined in the final step to estimate the clock parameters. Such a recursive process is depicted in the Figure 
5-21. The variables with subscript "p" indicate the vector parameters of prediction step, the ones with "c" 
indicate that of the measurement step, and finally the ones with “e” show that of the estimation steps. The 
blue ellipse connected to the prediction step contains the equation for predicting the clock parameters, while 
the one connected to the measurement step is constructed using the time-stamp exchange. 

 Hybrid synchronization 

To ensure a low E2E synchronization error at the global level, BP can be run over the backhaul network. At 
the same time, we can employ the BRF algorithm to perform synchronization between the backhaul nodes 
and the APs at the edge of the network where fast and frequent synchronization is required to keep the 
relative time error small. This is, crucial to a number of applications such as localization. This synchronization 
scheme serves as the basis for the joint synchronization and localization in the next section. 

 Bayesian joint synchronization and localization 

Grounded on the network synchronization achieved by the previously proposed algorithms, we develop a 
joint synch&loc technique based on time-stamp exchange between an MU and multiple APs. Our focus in 
this section is the edge of the network, where the APs, on one hand, are synchronized in a hybrid manner or 
fully using BP and, in the other hand, they perform joint synch&loc with the MUs. The latter is accomplished 
through exchanging time-stamps with MUs to which they have LoS.  

 Joint sync&loc algorithm 

The principles of Bayesian joint sync&loc are similar to those described for the pairwise synchronization. 
However, 𝝃𝝃𝑖𝑖  needs now to be updated to also account for the location-related parameters. These 

parameters can be uncovered when expanding the variable 𝑑𝑑𝑖𝑖𝑖𝑖 × 𝑣𝑣𝑐𝑐 = ��𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑗𝑗�
2 + �𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑗𝑗�

2
, where 𝑥𝑥𝑗𝑗 

and 𝑦𝑦𝑗𝑗  represent the known position of j-th AP on the x and y axes, respectively. Variable 𝑣𝑣𝑐𝑐 denotes the 
speed of light. The updated 𝝃𝝃𝑖𝑖  can be then given by 

𝝃𝝃𝑖𝑖 = � 1
𝛾𝛾𝑖𝑖

, 𝜃𝜃𝑖𝑖
𝛾𝛾𝑖𝑖

, xi, yi, vxi , vyi�, 

where 𝑣𝑣𝑥𝑥𝑖𝑖  and 𝑣𝑣𝑦𝑦𝑖𝑖  represent the velocity of the i-th MU on the x and y axes, respectively. Moreover, each AP 
is assumed to be able to perform Angle of Arrival (AoA) estimation given by 
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arctan 𝑦𝑦𝑖𝑖−𝑦𝑦𝑗𝑗
𝑥𝑥𝑖𝑖−𝑥𝑥𝑗𝑗

= 𝜙𝜙𝑖𝑖𝑖𝑖 + 𝑛𝑛𝜙𝜙, 

where 𝜙𝜙𝑖𝑖𝑖𝑖 represents the true AoA and 𝑛𝑛𝜙𝜙 ∼ 𝑁𝑁�0,𝜎𝜎𝜙𝜙2� denotes the zero mean Gaussian noise resulted from 
the AoA estimation algorithm.  

It is straightforward to see that the relation between the measurements, i.e. time-stamps, and the location 
parameters is nonlinear. To deal with this nonlinearity we draw on the Taylor expansion, details of which are 
thoroughly explained in [46][47]. 

 Performance analysis 

We perform our simulations for the pedestrian scenario shown in Figure 5-22. An MU moves with a constant 
velocity of 2 m/s and takes the turns randomly until it exits the map. During its journey, it is assumed that 
the MU exchanges time-stamps with two APs, each of which also perform AoA estimation. To analyse the 
impact of synchronization on the joint sync&loc, we consider two cases: a) APs synchronize to the 
backhauling network using only BP, and b) APs are synchronized to the backhauling nodes using the hybrid 
approach. Apart from that, we evaluate the performance of joint sync&loc algorithm across the uncertainty 
in time-stamping for both above-mentioned scenarios.  

Figure 5-23 presents the Cumulative Distribution Function (CDF) of AP-MU offset estimation error as well as 
position estimation error. As can be seen, the offset estimation error is slightly high for the hybrid 
synchronization. This is in fact the cost that we bear to achieve a faster local synchronization at the edge of 
the network among the adjacent APs. We note that, without hybrid synchronization, when we only 
synchronize the whole network using only BP, the APs must wait n iterations (depending on the number of 
layers between each AP and the MN) to be synchronized to each other while in hybrid synchronization this 
is achieved immediately. Moreover, as can be observed, the performance deterioration of position 
estimation is negligible when compared to the BP synchronization.  

Figure 5-24 shows the Root Mean Squared Error (RMSE) of the position/offset estimation error across the 
uncertainty in time-stamping for multiple number of BRF iterations. As can be seen, both RMSEs increase 
with the growth of 𝜎𝜎𝑇𝑇 . This is expected as the position estimation as well offset estimation is highly 
dependent on the accuracy of time measurements between the APs and the MUs. The slope of growth, 
however, turns out to be small, especially for scenario (a).  
For scenario (b), the performance can be boosted by running more iterations of the BRF algorithm. This is in 
particularly straightforward as these iterations, in contrast to BP iterations, are fast and computationally 
inexpensive.  

 
 

 
Figure 5-22 An example where MU joint sync&loc is conducted. At each point P1, P2, and P3 the MU is exchanging 

time-stamps with the two APs  
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Figure 5-23 Performance of the joint sync&loc algorithm 

 

 
Figure 5-24 Performance of joint sync&loc algorithm across time-stamping uncertainty 
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6 Conclusions 
5G-CLARITY aims at developing a heterogeneous 5G and beyond 5G (B5G) system integrating together a 
variety of wireless access technologies including 5G, Wi-Fi and LiFi suitable for private networks. This 
infrastructure will be operated through AI-based autonomic networking. Taking into consideration current 
standardisation activities and the requirements of the services and use cases that the project aims to support 
documented in 5G-CLARITY D2.1 [1] the project has defined a proposed architecture reported in 5G-CLARITY 
D2.2 [2]. The proposed architecture is structured in four strata: the Infrastructure stratum, the Network and 
application function stratum, the Management and Orchestration stratum, and the Intelligence stratum.  

In this context, this deliverable focuses on a first evaluation of the 5G-CLARITY system that aims at 
quantifying the benefits of the proposed architectural features and technologies the project proposes. This 
analysis also aims at offering some benchmarking with respect to alternative architectural and technology 
approaches with similar functionality.  

The work done in this deliverable has involved the following activities:  

a) A review of the 5G-CLARITY high-level functional requirements and associated network capabilities, 
derived by the description of services expected to be supported and their associated KPIs.  

b) Modelling of the 5G-CLARITY architectural functional elements organised in accordance to the 
overall project architectural structure described above. The reported models rely on the 
development of both theoretical and simulation tools describing the performance of the 
corresponding elements as well as experimental profiling of specific architectural elements where 
this has been feasible. The main functional elements that have been modelled include: the gNB 
nodes comprising both the DU and CU elements, the Wi-Fi and LiFi access points, TSN and standard 
Ethernet transport nodes, main elements of the 5G-CORE including the UPF, the SMF and the AMF, 
the elements providing the data management functionalities (data lake) and control plane elements 
including the SDN controllers used to manage the multi-wat access.  

c) Development of E2E modelling capabilities exploiting the functional element models developed and 
integrating these in generic tools that can be used for the evaluation of the overall 5G-CLARITY 
architecture and infrastructure taking a system perspective. This includes functions providing 
convergence of the multi-technology access networks, functionalities for the provisioning of 
infrastructure slices, functionalities for synchronization and positioning, traffic offloading from 3g-
ppp to non-3GPP infrastructures and orchestration of end-to-end resources.   

d) Use Cased-based overall architectural evaluation, where the developed E2E modelling tools are fed 
with inputs and parameter values from the requirements derived by the use cases defined. This 
allows assessment of the overall 5G-CLARITY solution, indicating clear benefits with respect to the 
relevant state-of-the-art as well as associated trade-offs.  

5G-CLARITY D2.4 will build on top of these modelling results evaluating more complex scenarios taking into 
account of all elements of the 5G-CLARITY solution involved in the service provisioning process. In addition 
to this, the theoretical models will be refined from the solutions that are currently under development taking 
into account more realistic constraints imposed by the hardware/software used in 5G-CLARITY.  
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